
Part III: General Relativity - Revision

Lectures by Malcolm Perry, notes by James Moore

1 Review of special relativity

1.1 Minkowski spacetime

Definition: Minkowski spacetime is the set R4, together
with a metric described by the line element :

ds2 = −dt2 + dx2 + dy2 + dz2.

The distance between (t, x, y, z) and (x + dx, y + dy, z +
dz, t + dt) is ds. More compactly, the line element can be
written ds2 = ηabdx

adxb, where η = diag(−1, 1, 1, 1).

Points are spacelike-separated if ds2 > 0, timelike-
separated if ds2 < 0, and null-separated if ds2 = 0.

Definition: The proper time of a timelike curve is
the time experienced by an observer travelling along that
curve. Equivalently, the tangent vector to the curve, ua,
obeys uaubηab = −1.

1.2 Symmetries of Minkowski spacetime

The Minkowski metric is clearly invariant under transla-
tions. So restrict attention to symmetries which fix the
origin.

Theorem: Let x 7→ x′ = Λx be a symmetry of Minkowski
spacetime fixing the origin. Then ΛT ηΛ = η.

Proof: Since the transformation is a symmetry, it must
map straight lines to straight lines. So Λ is a linear map.
We need the line element to be invariant, hence:

ds′2 = dx′T ηdx′ = dxTΛT ηΛdx = dxT ηdx = ds2.

Holds for all dx, so result follows.

Note this generalises rotations, for which we have:
RT I3R = I3.

Definition: Any Λ obeying ΛT ηΛ = η is called a
Lorentz transformation.

Theorem: Lorentz transformations Λ form a group.

Proof: Note det(ΛT ηΛ) = det(η) ⇒ det(Λ)2 = 1. So
always invertible. Axioms are then trivial to check.

Definition: The group of Lorentz transformations is
called the Lorentz group, written O(1, 3). If we add the
translations back in, the group is called the Poincaré group.

Example: A familiar example of a Lorentz transfor-
mation is the Lorentz boost. For example, for a boost by
velocity v in the x-direction, the formula is:

t′ =
t− vx√
1− v2

, x′ =
x− vt√
1− v2

, y′ = y, z′ = z.

To get a general Lorentz boost, first rotate coordinates,
apply the boost in the x-direction, then rotate back, viz
RTΛxR.

1.3 Indexed objects

Definition: An object with a single upstairs index, va, is a
contravariant vector.

Definition: Given a contravariant vector va, we can
define a covariant vector via: va = ηabv

b.

Conversely, given a covariant vector va we can use
the inverse metric to recover the contravariant vector:
va = ηabvb. Remember the slogan:

The metric can be used to lower indices. The inverse
metric can be used to raise indices.

1.4 Lorentz transformations and indices

Clearly we want contravariant vectors to transform in the
natural way: va 7→ Λabvb.

Definition: A scalar quantity is invariant under Lorentz
transformations.

We want inner products to be scalars, so we have:

Theorem: Under a Lorentz transformation, covariant
vectors transform as ωa 7→ Λbaωb.

Proof: Consider scalar φ = ωav
a, and insert trans-

formation law for vector. Use scalars invariant under
Lorentz transformations.
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Definition: A tensor of type (r, s) in special relativity is an
object T a1a2...arb1b2...br which transforms under a Lorentz
transformation as:

T
a′1a
′
2...a

′
r

b′1b
′
2...b

′
r

= Λ
a′1
a1Λ

a′2
a2 ...Λ

a′r
arT

a1a2...ar
b1b2...br

Λb1b′1
Λb2b′2

...Λbrb′r

1.5 Maxwell’s equations

Definition: Denote derivatives in special relativity by

∂a =
∂

∂xa
.

Definition: The electromagnetic field strength tensor is:

F ab =


0 Ex Ey Ez
−Ex 0 Bz −By
−Ey −Bz 0 Bx
−Ez By −Bx 0

 .

The four current is ja = (ρ, j), where J is the 3-current
density and ρ is the charge density.

Theorem: Maxwell’s equations may be written:

∂aFbc + ∂bFca + ∂cFab = 0, ∂aF
ab = −jb.

Proof: Expand out and check.

2 Differential geometry

2.1 Equivalence principles

Principle 1: Inertial and gravitational mass are the same.
Inertial mass appears in Newton’s law: F = minertiala.
Gravitational mass appears in the law of gravitation:

F =
Gmgrav 1mgrav 2

r2
.

Principle 2: In a freely-falling frame, the laws of physics
are those of special relativity.

2.2 Manifolds and vectors

Definition: A manifold M is a space we can label with
coordinates. Let the coordinates be xa in general.

Definition: A vector at a point p on a manifold is a
differential operator of the form

V = V a
∂

∂xa

∣∣∣∣
p

.

Vectors give derivatives of functions along curves. Let f be
a function and xa(t) be a curve. The derivative of f along
xa(t) at p is:

df

dt

∣∣∣∣
p

=
∂xa

∂t

∂f

∂xa

∣∣∣∣
p

.

This is indeed a vector acting on the function f .

Note also that vectors as we’ve defined them natu-
rally form a vector space at any point p.

Definition: The vector space of vectors at p is de-
noted Tp(M) and is called the tangent space. We can
choose a basis for this space to be{

∂

∂xa

}
.

This basis is called a coordinate basis.

Theorem: Under a bijective, differentiable transformation
x̃a
′

= x̃a
′
(xb), the components of a vector V = V a∂a

transform as:

V a 7→ ∂x̃a
′

∂xa
V a.

Proof: The vector V is coordinate independent, so does
not change. However, the coordinate basis vectors do,
using the chain rule. The result follows immediately.

2.3 One-forms

Definition: An element of T ∗p (M), the dual space, is
called a covector or one-form.

We can define a natural inner product between one-
forms and vectors as follows. Let V = V aEa be the
expansion of a vector in a (not necessarily coordinate)
basis. Let {Ea} be the dual basis of one-forms, then
mirror the expansion by writing one-forms as ω = ωaE

a.
The inner product is then clearly defined as:

〈ω, V 〉 = ωaV
b 〈Ea, Eb〉 = ωaV

a,

using 〈Ea, Eb〉 = δab , as is natural for a dual basis.

Theorem: Under a bijective, differentiable transfor-
mation x̃a

′
= x̃a

′
(xb), the components of a one-form

(written in the dual basis to a coordinate basis of vectors)
transform as:

ωa 7→
∂x̃a

∂xa′
ωa.

Proof: Same as for vectors. Use invariance of inner prod-
uct 〈ω, V 〉 = ωaV

a and transformation law for a vector.

2
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2.4 Differentials

Definition: The differential of the function f at the point p
is the one-form df at p obeying:

〈df,X〉 = X(f),

for all vectors X at p.

Theorem: {dxa} is the dual basis to {∂a}.

Proof: We have

〈dxa, ∂b〉 =
∂xa

∂xb
= δab .

We can interpret the differential geometrically. If
〈df,X〉 = 0 in n dimensions, this gives 1 equation,
so X has n − 1 degrees of freedom. So the equation
defines an n− 1 dimensional surface.

On the surface, 〈df,X〉 = X(f) = 0, so f = constant on
the surface. Finally, 〈df,X〉 = 0 implies df is orthogonal to
tangents on the surface. So df is the normal to the n − 1
dimensional surface f = constant.

2.5 Tensors

Definition: Let {Ea} be a basis of one forms and {Ea} be
a basis of vectors. A type (r, s) tensor is an object:

T = T a1...arb1...bs Ea1 ⊗ ...⊗ Ear ⊗ E
b1 ⊗ ...⊗ Ebs .

This immediately gives the transformation law for tensors:

T a1...arb1...bs 7→ T
a′1...a

′
r

b′1...b
′
s

∂x̃a
′
1

∂xa1
...
∂x̃a

′
r

∂xa1
∂xb1

∂x̃b
′
1

...
∂xbs

∂x̃b
′
s
.

Definition: Let Xa1...ar be the components of a ten-
sor. Then the symmetrisation of X has components:

X(a1...ar) =
1

r!

∑
σ∈Sr

Xσ(a1...ar).

The antisymmetrisation of X has components:

X[a1...ar] =
1

r!

∑
σ∈Sr

ε(σ)Xσ(a1...ar),

where ε is the sign of the permutation.

2.6 p-forms and the wedge product

Definition: An antisymmetric (0, p) tensor is called a p-
form. If Aa1...ap are the components of a p-form, antisym-
metry means that we have: Aa1...ap = A[a1...ap].

There is a natural multiplication of p-forms through the
wedge product :

Definition: The wedge product of the p-form Aa1...ap
and the q-form Bb1...bq is defined to be the (p + q)-form
with components:

(A ∧B)a1...apb1...bq =
(p+ q)!

p!q!
A[a1...apBb1...bq ].

Hence we can write a normal p-form as the sum over the
products of basis one-forms:

A =
1

p!
Aa1...apE

a1 ∧ ... ∧ Eap .

Theorem: The wedge product obeys (i) A ∧ B =
(−1)pqB ∧A; (ii) A ∧A = 0 if p is odd.

Proof: (ii) follows immediately from (i). For (i), notice
for any two coordinates xa, xb:

(dxa∧dxb)cd = (dxa)c(dx
b)d−(dxa)d(dx

b)c = −(dxb∧dxa)cd.

So just write A ∧ B out in components, and drag the B
basis one-forms to the left of the A ones.

Definition: The exterior derivative of the p-form A is
the (p+ 1)-form with components:

(dA)ba1...ap = (p+ 1)
∂

∂x[b
Aa1...ap].

Note: We can rewrite this as:

(dA)ba1...ap =
1

p!
∂bAa1...ap ,

because the components of a p-form are totally antisym-
metric.

Theorem: The exterior derivative obeys (i)
d(A ∧ B) = dA ∧ B + (−1)pA ∧ dB (A is a p-form
and B is a q-form); (ii) d(dA) = 0.

Proof: (i) We have:

d(A ∧B) =
1

p!q!
∂i(Ai1...ipBj1...jq )dxi ∧ dxi1 ∧ ... ∧ dxjq

=
1

p!q!

(
(∂iAi1...ip)Bj1...jq +Ai1...ip∂iBj1...jq

)
dxi ∧ ... ∧ dxjq

= dA ∧B +
1

p!q!
Ai1...ip(∂iBj1...jq )(−1)pdxi1 ∧ ... ∧ dxip ∧ dxi∧

dxj1 ∧ ... ∧ dxjq

= dA ∧B + (−1)pA ∧ dB.

For (ii), simply note that

d(dA) ∝ (∂i∂j(A...))dx
i ∧ dxj ∧ ...,

which is symmetric on i, j in the derivatives, and antisym-
metric in the wedge product, so must be zero.

3
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2.7 The metric tensor

In GR, we upgrade the line element to ds2 =
gab(x

c)dxadxb, where now g is a symmetric tensor,
which is a function of spacetime xc.

The fact that g is symmetric naturally encodes the
equivalence principle: symmetric tensors are diagonal-
isable, hence there exists a coordinate transformation
with:

ηa′b′ =
∂xa

∂x̃a′
∂xb

∂x̃b′
gab.

The signs are correct because Sylvester’s Law of Inertia
ensures signature is preserved under change of basis.

Same as Minkowski space, we can raise and lower
indices using the metric and its inverse:

Va = gabV
b, V a = gabVb.

2.8 The covariant derivative

Idea: Take an (r, s) tensor, and make an (r, s + 1) tensor
via a ‘derivative’ operation.

Scalar: For a scalar φ, just use ∂aφ. It’s easy to
check this transforms as a vector.

Vector: Try V b 7→ ∂bV
a. However, under a coordi-

nate transform:

∂b′ Ṽ
a′ =

∂xb

∂x̃b′
∂

∂xb

(
∂x̃a

′

∂xa
V a

)

=
∂xb

∂x̃b′
∂x̃a

′

∂xa
∂bV

a +
∂xb

∂x̃b′
∂2x̃a

′

∂xb∂xa
V a.

So transforms as a tensor plus a non-tensorial term. This
suggests we should define:

Definition: The covariant derivative of a vector V a

is written ∇bV a, and is defined by:

∇bV a = ∂bV
a + ΓabcV

c,

where Γabc is a correction ensuring ∇bV a transforms as a
tensor. We call Γ the connection.

Theorem: For the covariant derivative to be tenso-
rial, the connection must transform as:

Γ̃a
′

b′c′ =
∂x̃a

′

∂xa
∂xb

∂x̃b′
∂xc

∂x̃c′
Γabc −

∂2x̃a
′

∂xb∂xc
∂xb

∂x̃b′
∂xc

∂x̃c′
.

Proof: Clear from transformation law for ∂bV a.

Theorem: For a covariant derivative ∇ which (i) is a linear
operation; (ii) obeys the Leibniz rule; we have:

∇bVa = ∂bVa − ΓcbaVc,

∇c(T a1...arb1...bs ) = ∂cT
a1...ar

b1...bs
+ Γa1cdT

da2...ar
b1...bs

+ ...

+ΓarcdT
a1...d

b1...bs
− Γdcb1T

a1...ar
db2...bs

− ...− ΓdcbsT
a1...ar

b1...d
.

Proof: Assuming the covariant derivative formula for a
one-form Va, the tensor formula follows by the Leibniz rule.

To get the one-form formula. Let S = W aVa. Then:

∂bS = ∇bS = (∇bW a)Va + (∇bVa)W a

= (∂bW
a)Va + ΓcbaW

aVc + (∇bVa)W a.

Also, ∂bS = (∂bW
a)Va + (∂bVa)W a. The result follows.

2.9 Torsion

Theorem: The difference Γabc−Γacb transforms as a tensor.

Proof: Trivial from above transformation property.

Definition: The torsion tensor is defined by:

T abc = Γabc − Γacb.

Theorem: [∇a,∇b]S = T cab∇cS.

Proof: Just write everything out.

This shows that the torsion tensor measures how
much covariant derivatives fail to commute when acting
on a scalar. We will assume torsion is zero in this course.

2.10 The metric connection

Definition: The metric connection is a torsion-free con-
nection such that ∇cgab = 0.

Theorem: With the metric connection, the connec-
tion is given by:

Γabc =
1

2
gad (∂bgdc + ∂cgdb − ∂dgbc) .

Proof: Write out 0 = ∇agbc, 0 = ∇bgca and 0 = ∇cgab.
Add the first two equations, and subtract the third. Use
symmetry of connection on downstairs indices to finish.

What’s the point of the metric connection? It allows
us to raise and lower indices through a covariant deriva-
tive: ∇bVa =���

�(∇bgac)V c + gac∇bV c = gac∇bV c.

4
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To lower indices through a covariant derivative, we need:

Theorem: With the metric connection, ∇cgab = 0.

Proof: Note that

∇l(δij ) = ∇l(δikδkj ) = δik∇l(δkj )+ δkj∇l(δik) = 2∇l(δij ).

Hence ∇c(δab) = 0. So take covariant derivative of
δab = gadgdb to get result.

2.11 The Riemann tensor

We saw that for a torsion-free connection, covariant
derivatives commute on a scalar. What about on a
one-form?

Definition: The Riemann tensor R d
abc is defined

through:
[∇a,∇b]Vc = R d

abc Vd.

Since the LHS is a tensor, and Vd is a tensor, the Riemann
tensor is also a tensor.

Theorem: In terms of the connection,

R d
abc = −∂aΓdbc + ∂bΓ

d
ac − ΓebcΓ

d
ea + ΓeacΓ

d
eb.

Proof: Via a short calculation.

Theorem (Ricci identity): For an arbitrary tensor:

[∇e,∇f ]T ab...cd... = R a
ef pT

pb...
cd... +R b

ef pT
ap...

cd... + ...

+R p
efc T

ab...
pd... + ...

Proof: Simple consequence of linearity and Leibniz rule of
covariant derivative.

2.12 Symmetries of the Riemann tensor

Theorem: The Riemann tensor possesses the following
symmetries:

1. Rabcd = −Rbacd.

2. Rabcd = −Rabdc.

3. Rabcd = Rcdab.

4. Rabcd + Racdb + Radbc = 0. This is called the first
Bianchi identity.

Proof: See later when we discuss normal coordinates.
Though notice first is obvious.

Theorem: As a consequence of these symmetries, the
Riemann tensor has:

1

12
d2(d2 − 1)

independent components in d dimensions.

Proof: Consider the possible indices on Rabcd. If all
the indices are the same, Raaaa = 0, by antisymmetry.

By antisymmetry on first and last two indices, only
non-vanishing components with 2 distinct indices
are: Rabab, Rabba, Rbaba, Rbaab. But these obey
Rabab = −Rabba = −Rbaba = Rbaab, hence only one
independent component. There are

(
d
2

)
ways of picking

the two, so that many components.

For three indices, the only non-vanishing components are
Rabac = −Rabca = Rbaca = −Rbaac = Racab = −Rcaab =
−Racba = Rcaba, so only one independent component.
There are d

(
d−1

2

)
ways of picking the indices.

For four distinct indices, there are d(d − 1)(d − 2)(d − 3)
arrangements of abcd. This overcounts by 2 × 2 × 2 = 8
(antisymmetry on first two, last two, and swap symmetry),
and since Rabcd + Racdb = −Radbc it overcounts by a
further factor of 3/2. Hence total:(
d

2

)
+d

(
d− 1

2

)
+
d(d− 1)(d− 2)(d− 3)

12
=

1

12
d2(d2−1).

2.13 Tensors related to the Riemann tensor

Definition: The Ricci tensor is defined by Rbd = Rabcdg
ac

(i.e. contracting the first and third indices of the Riemann
tensor).

By the symmetries of the Riemann tensor, Rab = Rba, i.e.
the Ricci tensor is a symmetric tensor.

Definition: The Ricci scalar is defined by R = Rabg
ab.

5
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3 Geodesics

3.1 The geodesic equation

Consider curves on a manifold. The length of a curve xa(λ)
between points p and q is:

S =

q∫
p

ds =

q∫
p

√∣∣∣∣gab dxadλ dxb

dλ

∣∣∣∣dλ.
Definition: A curve that extremises the distance func-
tional is called a geodesic.

Theorem: Geodesics xa(λ) obey the geodesic equation:

ẍa + Γabcẋ
bẋc = 0.

Proof: Choose to extremise I =

q∫
p

ds2. Doing so, get the

result. At one point, we need to split a term and swap
dummy indices.

Note: Introducing the tangent vector V a = dxa

dλ , we
can rewrite the geodesic equation as:

V b∇bV a = 0.

3.2 Examples

Example 1: Consider the metric:

ds2 = −t−2dt2 + t−2dx2.

The associated Lagrangian is

L = −t−2ṫ2 + t−2ẋ2,

with =̇d/dλ. This has no explicit x dependence, so we get
a first integral 2t−2ẋ = constant⇒ ẋ = Ct2.

There is also no explicit dependence on the parame-
ter λ. Hence the quantity

L − ẋ∂L
∂x
− ṫ ∂L

∂t

is constant. It follows that ṫ2 − ẋ2 = Kt2 for K a constant.

Eliminate ẋ from our conserved quantities to get an
equation for ṫ: ṫ2−C2t4 = Kt2. Change variable from λ to
x via:

ṫ =
dx

dλ

dt

dx
= ẋ

dt

dx
= Ct2

dt

dx
.

Then the equation becomes:

C2t4
(
dt

dx

)2

− C2t4 = Kt2.

This is now easily integrated to find that the geodesics take
the form (x−x0)2− t2 = A, for constant x0 and A, i.e. they
are hyperbolae.

Example 2: Consider the action for a charged particle
travelling in spacetime:

I =

∫
ds
(
−m

√
−gabẋaẋb + qAaẋ

a
)
.

This is a generalisation of the distance functional we saw
above. Here, q is the charge of the particle, m is the mass
and Aa is the four-potential of the electromagnetic field.
The field strength tensor is Fab = ∂aAb − ∂bAa.

Suppose we work with proper time τ . Then we can
set

√
−gabẋaẋb = 1 along the geodesic. Computing the

relevant derivatives for the Euler-Lagrange equations, we
find:

∂L
∂ẋa

= mẋbgab + qAa.

∂L
∂xa

=
1

2
m(∂agcd)ẋ

cẋd + q(∂aAb)ẋ
b

Thus the Euler-Lagrange equation is:

0 = mẍbgab +mẋbẋc∂cgab + qẋb∂bAa −
1

2
mẋcẋd∂agcd − qẋb∂aAb

⇒ qF ab ẋ
b = mẍa + Γabcẋ

bẋc.

3.3 Affine parametrisation

Theorem: Under a transformation of the parameter λ 7→
λ̃(λ), the geodesic equation transforms to:

d2xa

dλ̃2
+ Γabc

dxb

dλ̃

dxc

dλ̃
= f(λ)

dxa

dλ̃
,

where

f(λ) = − (d2λ̃/dλ2)

(dλ̃/dλ)
.

Proof: Simple calculation.

In terms of the tangent vector, Ṽ a = dxa/dλ̃, the
geodesic equation becomes:

Ṽ b∇bṼ a = f(λ)Ṽ a.

Both of these are the geodesic equation! But in a more
general form.

Definition: If f(λ) = 0, we say the geodesic is affinely
parametrised. Clearly, a geodesic remains affinely
parametrised under a transformation iff the transformation
is such that λ̃ = aλ+ b for some constants a and b.

Theorem: For an affinely parametrised geodesic,
the length of the tangent vector is preserved along the
geodesic.

Proof: V a∇a(V bVb) = 2VbV
a∇aV b = 0.

6
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3.4 Normal coordinates

Theorem: The coordinate transform:

x̃a = (xa − xa0) +
1

2
Γabc(x

b − xb0)(xc − xc0) + ...

sends the connection to zero at x0.

Proof: Compute:

∂x̃a

∂xe
= δae + Γabc(x

b − xb0)δce + ...

∂2x̃a

∂xe∂xf
= Γaef + ...

Insert into transformation law for connection to see that in
these coordinates it is zero.

In such coordinates, the derivatives of the metric must
vanish, since 0 = ∇agbc = ∂agbc−2Γdabgdc = ∂agbc in these
coordinates. Hence the metric is of the form:

gab = cab +O((x− x0)2).

A change of basis then sends cab 7→ ηab.

Definition: Coordinates in which the metric takes
the above form are called normal or inertial coordinates.

3.5 Applications of normal coordinates

Theorem: The symmetries of the Riemann tensor hold.

Proof: In normal coordinates, Rabcd = gbe (∂dΓ
e
ca − ∂cΓeda).

Expand the connection in terms of the metric to find:

Rabcd =
1

2
(∂a∂dgbc + ∂c∂bgad − ∂b∂dgac − ∂a∂cgbd) .

From here, the standard symmetries are easily verified.

Theorem: In normal coordinates at the point x0, the
metric takes the form:

gab = ηab −
1

3
Racbd(x

c − xc0)(xd − xd0) +O((x− x0)3).

Proof: We know the first two terms in normal coordinates.
For the second order term, we need to compute:

∂c∂dgab = ∂c(���∇dgab+Γeadgeb+Γebdgae) = geb∂cΓ
e
da+gea∂cΓ

e
db,

using ∂cgab = 0 in normal coordinates.

To make further progress, need an identity for the
connection. In normal coordinates, the geodesic equation
is ẍa = 0, so geodesics take the form xa(s) = xa0 + sξa, for
some constant vector ξa = ẋa(0).

Near x0, the equation is:
d2xa

ds2
+ Γabc

dxb

ds

dxc

ds
= 0.

Take derivative wrt s and impose normal coordinates
to get, at x0:

∂dΓ
a
bcξ

bξcξd = 0.

Since ξ are arbitrary, have ∂dΓabc+∂bΓ
a
cd+∂cΓ

a
db = 0. Using

this identity, we have

3∂c∂dgab = 2∂c∂dgab + ∂c∂dgab

= 2geb∂cΓ
e
da + 2gea∂cΓ

e
db + geb∂dΓ

e
ca + gea∂dΓ

e
cb

= geb(∂cΓ
e
da − ∂aΓecd) + gea(∂cΓ

e
db − ∂bΓedc)

= −Rdbca −Rdacb
using normal coordinates for Riemann tensor (in terms of
connection). Just need to tidy up now. We have:

gab = ηab −
1

6
(Rdbca +Rdacb)(x

c − xc0)(xd − xd0)

= ηab −
1

6
(Rdbca +Rcadb) (xc − xc0)(xd − xd0)︸ ︷︷ ︸

symmetric on c,d

(can swap c, d)

= ηab −
1

3
Racbd(x

c − xc0)(xd − xd0).

3.6 Geodesic deviation

Consider a continuous family of geodesics, labelled by
a parameter s, with parameter t along the geodesics.
Denote T a = ∂xa/∂t and Sa = ∂xa/∂s.

Lemma: T a∇aSb = Sa∇aT b.

Proof: Writing out in full, we find: Ta∇aSb − Sa∇aT b =
T a∂aS

b − Sa∂aT b. Also:

T a∂aS
b =

∂xa

∂t

∂2xb

∂xa∂s
=
∂2xb

∂t∂s
=
∂xa

∂s

∂2xb

∂xa∂t
= Sa∂aT

b.

Theorem: We have the geodesic deviation equation:

d2Sa

dt2
= RabcdT

bT cSd.

Proof: We have:

d2Sa

dt2
= T c∇c(T b∇bSa) = T c∇c(Sb∇bSa)

= (T c∇cSb)∇bT a + SbT c∇c∇bSa

= (T c∇cSb)∇bT a + SbT c(∇b∇cSa +R a
cb dS

d)

=(((
(((((T c∇cSb)∇bT a + Sb∇b(T c∇cT a)︸ ︷︷ ︸

0 by geodesic eq.

−(((((
((

(Sb∇bT c)∇cT a

+ SbT cR a
cb dS

d.

Using symmetries of Riemann tensor, get result.

This result shows that curvature gives rise to ‘forces’ : via
stretching between geodesics.

7
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3.7 Parallel transport

Definition: Let xa(λ) be a curve, and let la = dxa/dλ
be its tangent vector. We say that the vector V a is
parallel-transported around the curve if lb∇bV a = 0.

Theorem: Suppose V a(λ) is parallel-transported once
around a closed loop, starting and finishing at λ = λ0.
Then the change in V a(λ) is:

∆V a = −1

2
Racde(λ0)V c(λ0)

∮
xd(λ′)

dxe

dλ′
dλ′.

Proof: The parallel transport equation is lb∇bV a, which
can be written out as:

dxa

dλ

(
∂V b

∂xa
+ ΓbacV

c

)
= 0.

Since xa(λ) is a general curve, need bracket to vanish.
Rewrite bracket as the integral equation:

V b(λ) = V b(λ0)−
λ∫

λ0

dλ′ Γbac(λ
′)
dxa

dλ′
V c(λ′).

Taylor-expand the connection and the vector near λ = λ0,
and use the parallel transport equation to substitute for the
derivative term (∂V c/∂xf )(λ0). We have: V b(λ) =

V b(λ0)−
λ∫

λ0

dλ′
dxa

dλ′

(
Γbac(λ0) +

∂Γbac
∂xd

∣∣∣∣
λ0

(xd(λ′)− xd(λ0))

)
×

(
V c(λ0)− Γcef (λ0)V e(λ0)(xf (λ′)− xf (λ0)) + ...

)
.

Multiply out and evaluate each term as λ → λ0 around a
closed loop. The lowest order term contains the integral:∮

dλ′
dxa

dλ′
=

∮
dxa = xa(λ0)− xa(λ0) = 0.

The first order term is:

V e(λ0)

(
∂Γbae
∂xd

∣∣∣∣
λ0

− (ΓcedΓ
b
ac)(λ0)

)∮
dλ′

dxa

dλ′
(xd(λ′)−xd(λ0)).

Note the integral in this term is antisymmetric under a ↔
d. This follows from integration by parts. Thus we can
antisymmetrise over the prefactor in a and d; the prefactor
becomes:

1

2

(
∂Γbae
∂xd

∣∣∣∣
λ0

− ∂Γbde
∂xa

∣∣∣∣
λ0

− (ΓcedΓ
b
ac)(λ0) + (ΓceaΓbdc)(λ0)

)
,

which is just 1
2R

b
eda. The result follows.

3.8 The second Bianchi identity

Theorem: ∇eRabcd + ∇cRabde + ∇dRabec = 0. This is
called the second Bianchi identity.

Proof: Using normal coordinates, find that

∇cRabcd = ∂e∂cΓ
a
db − ∂e∂dΓacb.

Permute indices and add resulting equations.

Theorem: ∇eRbd + ∇aRabde − ∇dRbe = 0. This is
called the contracted Bianchi identity.

Proof: Contract on a and c in above.

Theorem: ∇a
(
Rab − 1

2Rδ
a
b

)
= 0.

Proof: Contract on b and d in above.

Definition: Gab = Rab − 1
2Rgab is called the Einstein

tensor. By the above Theorem, the derivative of the
Einstein tensor is zero: ∇aGab = 0.

4 Action principles for GR

4.1 The Einstein equations

Principle: The equations of general relativity are the Ein-
stein equations:

Gab + Λgab = 8πGTab,

where Tab is a tensor called the energy-momentum ten-
sor, determined by the matter present (and constructed
below). Λ is a constant called the cosmological constant.

Theorem: ∇aTab = 0, i.e. the energy-momentum
tensor is conserved.

Proof: Since derivatives of Einstein tensor and met-
ric are zero.

4.2 Integration in curved spacetimes

It would be good to write the Einstein equations as an
action principle, consistent with other theories in physics.
To do so, need to be able to integrate in curved space.

Definition: A tensor density is an object which transforms
as a tensor, up to factors of the Jacobian.

8
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Theorem: The Levi-Civita symbol ηa1...an is a tensor
density.

Proof: The determinant of a matrix obeys:

ηb1b2...bnM
b1
a1 ...M

bn
an = ηa1...an det(M).

Let xa 7→ x̃a be a change of coordinates. Set M b
a =

∂xb/∂x̃a, the Jacobian matrix, then

ηb1b2...bn
∂xb1

∂x̃a1
...
∂xbn

∂x̃an
= ηa1...an det

(
∂xa

∂x̃b

)
and we’re done, by moving the Jacobian to the LHS.

Theorem: The square root of the determinant of the
metric,

√
|det(gab)| transforms as a tensor density.

Proof: Use transformation law for metric tensor, then
take determinant of both sides.

Using the above, we can arrange for the Jacobian
factors from the Levi-Civita symbol and

√
det(gab) to

cancel:

Definition: The alternating tensor εa1...an is defined
by εa1...an = g1/2ηa1...an , where g = det(gab). This trans-
forms as a tensor by the above.

The alternating tensor provides us with a tensorial
integration measure:

Theorem: The measure g1/2dnx = g1/2dx1 ∧ ... ∧ dxn is
tensorial.

Proof: Notice that g1/2dx1 ∧ ... ∧ dxn =

1

n!
g1/2ηa1...andx

a1 ∧ ... ∧ dxan =
1

n!
εa1...andx

a1 ∧ ... ∧ dxan .

Everything on the RHS is tensorial.

Definition: The integral of a scalar Φ in a curved
spacetime is defined by:∫

Φ g1/2dnx.

This is independent of the coordinates chosen.

Theorem: The alternating tensor has the following prop-
erties:

(i) εa1a2...apb1...bd−pεa1a2...apc1...cd−p
= −p!δb1...bd−p

c1...cd−p , where
δ
b1...bd−p
c1...cd−p is the generalised Kronecker delta, taking the

value +1 if c1...cd−p are distinct integers, and b1...bd−p
is an even permutation of them, −1 if b1...bd−p is an
odd permutation of them, and zero otherwise.

(ii) ∇bεa1...ad = 0.

Proof: (i) By definition, εa1...ad =
√
gηa1...ad . Raising in-

dices:

εa1...ad =
√
gga1a

′
1 ...gada

′
dηa′1...a′d = − 1

√
g
ηa1...ad ,

by a property of the determinant (note det(gab) < 0). Note
the RHS is just treated as a collection of numbers, so the
indices do not need to agree.

Thus:

εa1...apb1...bd−pεa1...apc1...cd−p
= −ηa1...apb1...bd−p

ηa1...apc1...cd−p
.

Considering the possible cases, it is clear this is equal to
the given result.

For (ii), simply note that ∇b(εa1...ad) = ∇b(
√
gηa1...ad).

Note that ηa1...ad are just numbers so can come out of hte
covariant derivative, and

√
g is some function of the metric

entries gab, so its derivative is zero.

4.3 Stokes’ Theorem

Lemma 1: We have the following matrix identity:

d

dx
log(det(M(x))) = tr

(
M−1M ′(x)

)
.

Proof: Standard result; see Symmetries for proof.

Lemma 2: ∇aV a = g−1/2∂a(g1/2V a).

Proof: We have: ∇aV a = ∂aV
a + ΓaacV

c. So need
connection Γaac. From the expression for the connection in
terms of the metric, we have Γaac = 1

2g
ad∂cgad. Write G for

the matrix of gab. Then

Γaac =
1

2
tr
(
G−1∂cG

)
=

1

2
∂c log(det(G)) = ∂c(log(g1/2)),

where in the last step we just took 1
2 inside the log.

Stokes’ Theorem: Let Σ be a region in spacetime,
and ∂Σ its boundary. Let na be a unit normal to the
boundary, and let γ be the determinant of the metric
restricted to ∂Σ. Then:∫

Σ

∇aV a g1/2dnx =

∫
∂Σ

naV
a γ1/2dn−1x.

9
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Proof: From the Lemma, the LHS can be written:∫
Σ

∂a(g1/2V a) dnx.

Choose coordinates where xn is constant on ∂Σ, and
where

gab =

(
γij 0
0 N2

)
Define the normal by na = (0, 0, ..., N), then raising in-
dices, na = (0, 0, ..., 1/N). Integrate over xn, and replace
g = γN2. Then we’re left with∫

∂Σ

V nN γ1/2dn−1x =

∫
∂Σ

naV
a γ1/2dn−1x.

4.4 Another form of Stokes’ Theorem

Theorem: Let ω be a p-form. Then∫
Σ

dω =

∫
∂Σ

ω.

Proof: Expand ω in a basis of one-forms:

ω =
1

p!
ωa1...apdx

a1 ∧ dxa2 ∧ ... ∧ dxap .

Since ωa1...ap is being contracted with something totally
antisymmetric, it itself must be antisymmetric. Hence write
it as 1

p!ωa1...ap = εa1...apbV
b.

Also, rearrange the wedge product to the form:

dxa1 ∧ ... ∧ dxap = ηa1...apdx
1 ∧ ... ∧ dxp = −√γεa1...apdpx,

where γ is the determinant of the metric restricted to ∂Σ.
Then we have:∫
∂Σ

ω =

∫
∂Σ

V bεa1...apbdx
a1 ...dxap = (−1)p+1

∫
∂Σ

V bnbγ
1/2dpx,

where nb = εba1...apε
a1...ap . If b is anything other than p+ 1,

then nb = 0, so nb is normal to ∂Σ in these coordinates.

Now deal with LHS. Using the form above, we have

(dω)ca1...ap = (p+ 1)∂[cεa1...ap]bV
b = (p+ 1)∇[cεa1...ap]bV

b,

since this holds in normal coordinates. Recalling ∇ε = 0,
we can move the covariant derivative through to get:
(dω)ca1...ap = (p+ 1)ε[a1...ap|b|∇c]V b.

There’s still work to be done. Let (dω)ca1..ap = fεca1..ap for
some scalar f . Contracting both sides with εca1...ap leaves
us with −(p + 1)!f . Doing the same with the expression
above:

(p+1)εca1...apε[a1...ap|b|∇c]V
b = (p+1)(−p!)(−1)pδcb∇cV b,

and so f = (−1)p∇bV b. Combining this with
dxc ∧ ...∧ dxap = −√gdp+1x, we’re done by the other form
of Stokes’ Theorem.

4.5 The action principle

Definition: The Einstein-Hilbert action is defined by:

I =
1

16πG

∫
M

(R− 2Λ) g1/2d4x+

∫
M

Lmatter g
1/2d4x,

where Lmatter is some matter Lagrangian.

Lemma: For symmetric M , det(M) = exp(tr(log(M))).

Proof: M is symmetric, so diagonalisable. Let λi be
the eigenvalues. Then

det(M) = λ1...λn = exp(log(λ1)+...+log(λ1)) = exp(tr(log(M))).

Hence we’re done.

Theorem: The gravitational part of the action gives
rise to the vacuum Einstein equations when extremised.

Proof: Replace gab by gab + hab to vary the action
(with hab infinitesimal). Note δab = gacgcb must remain
invariant, so gab 7→ gab − hab. Note we raise and lower
indices with respect to gab, the background metric.

Now compute how g1/2 changes. We have

det(gab + hab) = exp(tr(log(gab + hab)))

= exp(tr(log(gac) + log(δcb + hcb)))

= exp(tr(log(gac))) exp(tr(log(hcb))) = det(gac)(1 + h),

where h is the trace of the matrix hab. Hence variation of
g1/2 7→ g1/2

(
1 + 1

2h
)
.

Now want variation of R. We have:

δR = δ(Rabg
ab) = (δRab)g

ba −Rabhba.

using variation of inverse metric. So need variation in Ricci
tensor. Write Ricci tensor using normal coordinates:

Rce = ∇bΓbce −∇eΓbcb

Here, ∇b = ∂b because working in normal coordinates.
But this is covariant, so must hold in all coordinates. Take
variation:

δRce = ∇bδΓbce −∇eδΓbcb.

So remains to find variation in Γ. After a short calculation,
we find that:

δΓabc = Γabc(g+h)−Γabc(g) =
1

2
(−∇ahbc +∇bhac +∇chab) .

Hence the variation of the Ricci tensor is:

δRce =
1

2

(
−∇b∇bhce +∇b∇chbe +∇b∇ehbc −∇e∇ch

)
10
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and so the variation of the Ricci scalar is:

δR = −∇d∇dh+∇d∇chcd −Rabhab.

Computing the change in the gravitational part of the ac-
tion, we find δIgrav =

1

16πG

∫
M

g1/2d4x

(
−∇d∇dh+∇d∇ehde︸ ︷︷ ︸

0 by Stokes’ Theorem

−Rdehde

+
1

2
hR− Λh

)
.

Hence stationary iff Rab − 1
2Rgab + Λgab = 0.

When matter is present, to get the full Einstein equa-
tions, we define:

Definition: The energy-momentum tensor of a mat-
ter Lagrangian Lmatter is defined by the variation of the
matter part of the Einstein-Hilbert action:

δImatter =

∫
M

1

2
Tabh

ab g1/2d4x.

Note: This definition automatically gives us the Einstein
equations. It also forces Tab to be conserved, by the
Einstein equations, and also forces Tab to be symmetric
(any antisymmetric part would be annihilated by hab).

Example 1: The energy momentum tensor of a the-
ory with

Lmatter = −1

2
gab∂aφ∂bφ−

1

2
m2φ2 − 1

4
λφ4,

is given by:

Tab = ∂aφ∂bφ−
1

2
gab

(
gcd∂cφ∂dφ+m2φ2 +

1

4
λφ4

)
.

To obtain this, we need to use the fact δφ = 0 under
variation of the metric (it is called inert under variation of
the metric).

Example 2: The energy momentum tensor of the
electromagnetic Lagrangian:

L = −1

4
F abFab,

where Fab = ∂aAb − ∂bAa is given by:

Tab = FacF
c
b −

1

4
gabFcdF

cd.

Here, δAa = 0, so Aa is inert.

5 Vacuum solutions of the Einstein
equations

5.1 de Sitter spacetime

Consider the vacuum Einstein equations:

Rab −
1

2
Rgab + Λgab = 0

with Λ > 0.

Theorem: This equation is equivalent to Rab = Λgab.

Proof: Contract on a, b in Einstein equation. Then
R− 4

2R+ 4Λ = 0, implying R = 4Λ. Substituting back into
the equations, we’re done.

Let’s guess a solution for the metric of the form

ds2 = Ω2(t)
(
−dt2 + dx2 + dy2 + dz2

)
.

Computing the Ricci tensor (via very messy calculation, or
the conformal transformation theorem - see later), we find
that the equation Ω must obey is:

d2Ω

dt2
=

2

3
ΛΩ3.

The general solution is Ω(t) = A+Bt+

√
3

Λt2
. Substituting

this back into Rab = Λgab, we can determine the constants
as A = B = 0.

Definition: The spacetime with metric

ds2 =
3

Λt2
(−dt2 + dx2 + dy2 + dz2)

is called de Sitter space.

As t → 0, we get a singularity. But this is actually
an artefact of the coordinates we are using - it is a
coordinate singularity.

Introduce new coordinates t =
√

3
Λe

T
√

Λ/3. The metric
becomes:

ds2 = −dT 2 + e−2T
√

3/Λ(dx2 + dy2 + dz2).

Over time, the space shrinks, as the spatial part contracts.

We could have chosen t =
√

3
Λe
−T
√

Λ/3. Then the
metric becomes:

ds2 = −dT 2 + e2T
√

3/Λ(dx2 + dy2 + dz2).

So in these coordinates, the space expands! What’s going
on?

11
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The trouble is our coordinates are local - they only de-
scribe parts of the spacetime. As an inspired guess, define
new coordinates:

T =

√
3

Λ
log

(
V +W√

3/Λ

)
, x =

√
3

Λ

X

V +W
,

y =

√
3

Λ

Y

V +W
, z =

√
3

Λ

Z

V +W
,

with the condition −V 2 +W 2 +X2 +Y 2 +Z2 = 3/Λ. View
this as a map (T, x, y, z) 7→ (V + W,X, Y, Z). The metric
becomes:

ds2 = −dV 2 + dW 2 + dX2 + dY 2 + dZ2.

It is now clear that at constant time (V = const) the space-
time looks like a 3-sphere. In general, a further coordinate
transformation given by:

V =

√
3

Λ
cosh

(
τ

√
Λ

3

)
, W =

√
3

Λ
sinh

(
τ

√
Λ

3

)
cos(χ),

X =

√
3

Λ
sinh

(
τ

√
Λ

3

)
sin(χ) cos(θ),

Y =

√
3

Λ
sinh

(
τ

√
Λ

3

)
sin(χ) sin(θ) cos(φ),

Z =

√
3

Λ
sinh

(
τ

√
Λ

3

)
sin(χ) sin(θ) sin(φ),

puts the metric in the form:

ds2 = −dτ2 +
3

Λ
cosh2(3τ

√
Λ)dσ2

3 ,

where dσ2
3 is the metric on a 3-sphere. This shows that de

Sitter space shrinks to a minimum size of
√

3/Λ, and then
expands again, indefinitely. The spacetime looks like:

How do we know we’ve found the whole spacetime?
Trial and error.

5.2 Anti-de Sitter spacetime

We can repeat the above calculation for a negative cosmo-
logical constant. This time we must guess:

ds2 = Ω(x)2(−dt2 + dx2 + dy2 + dz2).

Via very nasty calculation, similar to the above, or via
the conformal transformation Theorem from later in the
course, we find that Einstein’s equations reduce to:

d2Ω

dx2
= −2Λ

3
Ω3

The general solution is: Ω(x) = A + Bx +

√
− 3

Λx2
.

Substituting this back into Rab = Λgab, we find A = B = 0.

Definition: The spacetime with metric

ds2 = − 3

Λx2
(−dt2 + dx2 + dy2 + dz2)

is called anti-de Sitter space.

5.3 The Weyl tensor

Definition: The Weyl tensor Cabcd is the traceless part of
the Riemann tensor.

Theorem: In n dimensions, the Weyl tensor is:

Cabcd = Rabcd −
1

n− 2
(Racgbd +Rbdgac −Radgbc −Rbcgad)

+
1

(n− 1)(n− 2)
R(gacgbd − gadgbc)

Proof: For any symmetric tensor Hab we can define a new
tensor H∗abcd satisfying H∗abcd = −H∗abdc and H∗abcd = H∗cdab
by:

H∗abcd = Hacgbd +Hbdgac −Hadgbc −Hbcgad.

Take Hab = Rab and Hab = gab in turn, and guess:

Rabcd = Cabcd + αR∗abcd + βRg∗abcd.

Contract on a and c, and impose condition that Weyl tensor
is traceless. We get:

Rbd = αRgbd + α(n− 2)Rbd + βR(2n− 2)gbd.

Compare coefficients to get result.

From the above, it is clear that the Weyl tensor has
the same symmetries as the Riemann tensor; in addition,
it also obeys:

Cabad = 0.

The interpretation of the Weyl tensor is as follows. Note
that Rab is determined by the Einstein equations, from
the cosmological constant and the energy-momentum
tensor. The Weyl tensor is left undetermined; it tells us the
gravitational degrees of freedom.

Theorem: The Weyl tensor has 1
12d(d + 1)(d + 2)(d − 3)

independent components.

Proof: The Weyl tensor has all the symmetries of
the Riemann tensor, together with the condition Cabad = 0.
This constraint is symmetric on the b and d indices, so we
get an additional 1

2d(d+ 1) constraints. Hence answer is:

1

12
d2(d2 − 1)− 1

2
d(d+ 1) =

1

12
d(d+ 1)(d+ 2)(d+ 3).

12
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Theorem: For de Sitter spacetime, the Riemann tensor is:

Rabcd =
Λ

3
(gacgbd − gadgbc),

and the Weyl tensor is zero.

Proof: This follows from a result later in the course.
The Weyl tensor is zero in Minkowski space (since
Rabcd = 0 in Minkowski space), and is invariant under
conformal transformations, so the Weyl tensor of de Sitter
space is zero. Using the definition of the Weyl tensor, and
the equations Rab = Λgab, R = 4Λ, we get the result.

6 Conformal transformations

6.1 Causality and geodesics

Definition: A conformal transformation of the metric
is a transformation of the form ĝab = Ω2gab, where
Ω ≡ Ω(t, x, y, z).

Theorem: Conformal transformations preserve the
causal structure of the spacetime.

Proof: Clearly if ds2 > 0, ds2 = 0 or ds2 < 0, we
have that Ω2ds2 > 0, Ω2ds2 = 0 or Ω2ds2 < 0, respectively.
So timelike, null and spacelike separations of points is
preserved.

Theorem: Null geodesics are mapped to null geodesics
by conformal transformations.

Proof: Need to work out how connection transforms. Note
gacgcb = δab must be preserved, so need gab 7→ Ω−2gab.
By a short calculation, the connection transforms as:

Γabc(ĝ) = Γabc(g) +
1

Ω
(−gbc∇aΩ + δac∇bΩ + δab∇cΩ) .

Note we upgraded to covariant derivatives, because the
difference of two connections is a tensor. Hence the
geodesic equation transforms to: 0 =

d2xa

ds2
+

(
Γabc(g) +

1

Ω
(−gbc∇aΩ + δac∇bΩ + δab∇cΩ)

)
dxb

ds

dxc

ds

This is horrible for spacelike and timelike geodesics. But
for null geodesics, gbcẋbẋc = 0, so this simplifies to:

d2xa

ds2
+ Γabc(g)

dxb

ds

dxc

ds
= − 2

Ω

dxa

ds

(
∇bΩ

dxb

ds

)
.

So maps to a geodesic (although not affine!). Also
gbcẋ

bẋc = 0 7→ ĝbcẋ
bẋc = Ω2gbcẋ

bẋc = 0, so new geodesic
is still null.

6.2 Transformation of tensors

Theorem: Under a conformal transformation in d dimen-
sions, the Riemann tensor, Ricci tensor, Ricci scalar and
Weyl tensor transform as Rabcd(ĝ) = Rabcd

+Ω−1 (δad∇c∇bΩ− gbd∇c∇aΩ− δac∇d∇bΩ + gbc∇d∇aΩ)

+Ω−2

(
2δac∇bΩ∇dΩ− 2gbc∇aΩ∇dΩ− gbdδac∇eΩ∇eΩ

−2δad∇bΩ∇cΩ + 2gbd∇aΩ∇cΩ + gbcδ
a
d∇eΩ∇eΩ

)
,

Rbd(ĝ) = Rbd(g) + Ω−1((2− d)∇b∇dΩ− gbd�gΩ)

+Ω−2(2(d− 2)∇bΩ∇dΩ + gbd(3− d)∇aΩ∇aΩ),

R(ĝ) = Ω−2R(g)− 2(d− 1)Ω−3�gΩ

−(d− 1)(d− 4)Ω−4∇aΩ∇aΩ,

Cabcd(ĝ) = Cabcd(g).

Proof: This is a long and messy calculation. From above
the connection transforms as:

Γabc(ĝ) = Γabc(g)+(−gbc∇a ln(Ω) + δac∇b ln(Ω) + δab∇c ln(Ω)) .

Hence the Riemann tensor transforms as:

Rabcd(g) = ∂cΓ
a
bd(g) + Γace(g)Γebd(g)− (c↔ d) 7→

Rabcd(ĝ) = ∂c (Γabd + (−gbd∇a ln(Ω) + δad∇b ln(Ω) + δab∇d ln(Ω)))

+ (Γace + (−gce∇a ln(Ω) + δae∇c ln(Ω) + δac∇e ln(Ω)))

· (Γebd + (−gbd∇e ln(Ω) + δed∇b ln(Ω) + δeb∇d ln(Ω)))− (c↔ d).

Now work in normal coordinates for the original metric; the
result is quite easy to derive from there. An intermediate
step is:

Rabcd(ĝ) = Rabcd(g) +
(
− gbd∇c∇a ln(Ω) + δad∇c∇b ln(Ω)

+δac(∇b ln(Ω)∇d ln(Ω)− gbd∇e ln(Ω)∇e ln(Ω))

−gbc∇a ln(Ω)∇d ln(Ω)− (c↔ d)
)
.

Contracting indices, we get the Ricci tensor (no inverse
metric as a is up and c is down).

To get transformation of R, note R = Rabg
ab 7→

Rab(ĝ)ĝab = Rab(ĝ)Ω−2gab, and we’re home dry.

The Weyl transformation law follows from the above
work, by a very bold calculation.
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Theorem: Maxwell’s equations are conformally invariant
only in four dimensions.

Proof: In GR, Maxwell’s equations are: ∇aFbc + ∇bFca +
∇cFab = 0, ∇aF ab = 0. Writing both equations out in full:

∂aFbc + ∂bFca + ∂cFab = 0,

∂aF
ab + ΓaacF

cb = 0.

First equation conformally invariant as independent of
connection. Recall Γaac = g−1/2∂a(g1/2), then second
equation becomes: ∂a(g1/2F ab) = 0.

Under a conformal transformation, Fab 7→ Fab, so
F ab = gacgbdFcd 7→ Ω−4F ab, and

ĝ1/2 = det(ĝab)
1/2 = Ωdg1/2,

where d is the dimension. So equation transforms to
∂a(Ωd−4g1/2F ab) = 0, and result follows.

7 Symmetries and Killing vectors

7.1 Definitions and properties

Theorem: The infinitesimal transformation xa 7→ xa+ξa is
a symmetry if and only if ξa obeys Killing’s equation:

∇aξb +∇bξa = 0.

Proof: A symmetry leaves the line element invariant. So
consider:

ds2 = gab(x+ ξ)d(xa + ξa)d(xb + ξb)

= gab(x)dxadxb + (ξe∂egcd + gad∂cξ
a + gbc∂dξ

b)dxcdxd,

by Taylor expanding gab(x + ξ) and using d(xa + ξa) =
dxc(δac + ∂cξ

a). So we need:

ξe∂egcd + gad∂cξ
a + gbc∂dξ

b = 0.

Substitute ∂cξa = ∇cξa − Γacdξ
d in the ξ derivatives. Write

out connection in terms of metric to see all terms cancel,
leaving Killing’s equation.

Definition: Solutions of Killing’s equation are called
Killing vectors.

Theorem: Killing vectors form a Lie algebra.

Proof: The Lie bracket of two Killing vectors ka, la is
given by:

mb = [k, l]b = ka∇alb − la∇akb.

Antisymmetry of bracket is clear. Need closure (i.e. m is
a Killing vector), and Jacobi identity (this is hard and we’ll
assume it can be proved). For closure, we compute:

∇amb +∇bma = ∇akc∇clb −∇alc∇ckb +∇bkc∇cla
−∇blc∇cka + kc∇a∇clb − lc∇a∇ckb + kc∇b∇cla − lc∇b∇cka.

Some terms cancel. Note: ∇akc∇clb − ∇blc∇cka =
∇akc∇clb − ∇clb∇akc = 0, using Killing’s equation. Simi-
larly ∇alc∇ckb cancels with ∇bkc∇cla. To finish, commute
all remaining covariant derivatives past one another:

∇amb +∇bma =��
���kc∇c∇alb + kcRacbdl

d +��
���kc∇c∇bla+

kcRbcadl
d −���

��lc∇c∇akb − lcRacbdkd −���
��lc∇c∇bka − lcRbcadkd

= kcldRacbd + kcldRbcad − lckdRacbd − lckdRbcad = 0,

using Killing’s equation to cancel all second covariant
derivatives. Final equality follows from symmetries of Rie-
mann tensor, and the fact we can swap c↔ d at will.
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Noether’s Theorem: Killing vectors give rise to conserved
quantities via the following. Let kb be a Killing vector, and
let ub be the tangent to a geodesic. Then the quantity ubkb
is preserved along the geodesic.

Proof: ua∇a(ubkb) = ua(∇aub)kb + uaub∇akb = 0,
using geodesic equation, and symmetry of uaub, antisym-
metry of ∇akb.

Theorem: For any Killing vector, ∇c∇bka = R d
abc kd.

Proof: Note we have ∇a∇bkc + ∇a∇ckb = 0 by Killing’s
equation. Add various forms of this equation, with indices
permuted, in a way that we can apply the Bianchi identity:
2R d

abc = −R d
bca +R d

abc −R d
cab . We have:

∇b∇cka +∇b∇akc −∇c∇bka −∇c∇akb −∇a∇bkc −∇a∇ckb
+∇c∇akb +∇c∇bka = 0

R d
bca kd −R d

abc kd +R d
cab kd +∇c∇bka −∇c∇akb = 0.

And hence by Killing’s equation and the Bianchi identity,
we’re left with ∇c∇bka = R d

abc kd.

7.2 Symmetries of Minkowski spacetime

The Killing vectors of Minkowski spacetime are:

• ka = (1, 0, 0, 0), corresponding to time translation.
The associated conserved quantity is energy.

• ka = (0, 1, 0, 0), ka = (0, 0, 1, 0) and ka = (0, 0, 0, 1)
corresponding to spatial translations. The associated
conserved triple of quantities is linear momentum.

• ka = (0, 0, z,−y), ka = (0, z, 0,−x) and ka =
(0, y,−x, 0) corresponding to spatial rotations. The
associated conserved triple of quantities is angular
momentum.

• ka = (x, t, 0, 0), ka = (y, 0, t, 0) and ka = (z, 0, 0, t)
corresponding to Lorentz boosts. The associated con-
served triple of quantities is just the position of the
particle at time t = 0.

7.3 Killing vectors on a sphere

It’s possible to verify that ∂φ and sin(φ)∂θ + cot(θ) cos(φ)∂φ
are Killing vectors for the 2-sphere metric ds2 =
dθ2 + sin2(θ)dφ2, via a long, tedious calculation.

To get a third, we use the fact that the Killing vectors
form a Lie algebra. The commutator is:

ma = [k, l]a = kb∇bla − lb∇bka = kb∂bl
a − lb∂bka;

that is, the commutator is independent of the connection,
which is helpful in practice. From here it is easy to find the
third Killing vector: − cos(φ)∂θ + cot(θ) sin(θ)∂φ.

8 The Newtonian limit

Theorem: The metric ds2 = −(1+2Φ)dt2 +(1−2Φ)(dx2 +
dy2 + dz2), for Φ � 1, reproduces Poisson’s equation
for gravitation via the Einstein equations, and reproduces
Newton’s law of gravitation via the geodesic equation.

Proof: The non-zero connection components are:

Γtti = Γtit =
∂iΦ

1 + 2Φ
≈ ∂iΦ, Γitt =

∂iΦ

1− 2Φ
≈ ∂iΦ,

Γijk =
1

1− 2Φ

(
δij∂kΦ + δik∂jΦ− δjk∂iΦ

)
≈ δij∂kΦ + δik∂jΦ− δjk∂iΦ.

The non-vanishing Ricci tensor components are then:

Rtt ≈ ∇2Φ, Rti ≈ 0, Rij ≈ −δij∇2Φ− 2∂i∂jΦ.

Thus R = −6∇2Φ. Assuming Ttt = ρ, density, Einstein’s
equation for the tt component then just gives ∇2Φ = −4πρ
as required.

The geodesic equations are:

0 ≈ ẗ+ 2ṫẋi∂iΦ,

0 ≈ ẍi + ṫ2∂iΦ + 2ẋiẋj∂jΦ− δjkẋj ẋk∂iΦ.

To simplify, note ẋi∂iΦ = Φ̇ = 0 (for a time-independent
gravitational potential), and ṫ2 − δij ẋiẋj ≈ 1 +O(Φ) by the
form of the metric.

Then the equations reduce to ẗ = 0, i.e. t can be
chosen to be proper time, and 0 = ẍi + ∂iΦ, i.e. Newton’s
law of gravitation.

9 Tests of general relativity

9.1 The Schwarzschild metric

Definition: The Schwarzschild metric is defined by ds2 =

−
(

1− 2M

r

)
dt2+

(
1− 2M

r

)−1

dr2+r2(dθ2+sin2(θ)dφ2).

All tests of GR we will see will involve studying motion of
particles in this metric.

Theorem: Particles in the Schwarzschild metric have two
conserved quantities:

E =

(
1− 2M

r

)
ṫ, L = r2 sin2(θ)φ̇.

Proof: These are clearly first integrals, since the metric is
independent of φ and t.
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We can get a third conserved quantity as follows:

Theorem: For any geodesic (not necessarily in
Schwarzschild), if ub is a tangent vector, then ubub is
conserved along the geodesic.

Proof: ua∇a(ubub) = 2ubu
a∇aub = 0, by geodesic

equation.

In particular, ubub = gabu
aub is conserved. Since

this is tensorial, it is independent of coordinates. In normal
coordinates, this is ηabuaub, which is 0 for null geodesics
(light) and −1 for timelike geodesics (matter).

So: −ε = ubub is conserved, with ε = 0 for light,
and ε = 1 for matter. In terms of Schwarzschild, this gives:

Theorem: Particles in the Schwarzschild metric have the
conserved quantity:

−ε = −V ṫ2 +
ṙ2

V
+ r2θ̇2 + r2 sin2(θ)φ̇2,

where V = 1− 2M/r, and ε = 0 for light, 1 for matter.

Proof: Direct from above.

Theorem: In the Schwarzschild metric, we can with-
out loss of generality set θ = π/2.

Proof: Consider the θ equation of motion:

d

ds
(r2θ̇)− r2 sin(θ) cos(θ)φ̇2 = 0.

Suppose initially θ = π/2, θ̇ = 0. Expanding above equa-
tion, get θ̈ = 0 initially, so θ = π/2 for all time.

Summary: The following quantities are conserved in
the Schwarzschild metric:

L = r2φ̇, E = ṫV,

−ε = −V ṫ2 +
ṙ2

V
+ r2φ̇2,

where V = 1 − 2M/r, and ε = 0 for light, 1 for matter.
We have set θ = π/2 without loss of generality.

9.2 The radial equation

Theorem: We have the radial equation:

−ε =
−E2 + ṙ2

V
+
L2

r2
.

Proof: Eliminate φ̇, ṫ from the conserved quantities.

This has a nice interpretation. Rewrite the radial equation
as:

1

2
ṙ2 +

1

2

(
1− 2M

r

)(
L2

r2
+ ε

)
− 1

2
E2︸ ︷︷ ︸

V (r)

= 0.

This should be interpreted as a Newtonian-style energy
equation with V (r) the potential energy. Considering V (r)
graphically can help us determine things like stability,
orbits, and where particles will travel to.

Differentiating the energy equation, we find:

r̈ +
εM

r2︸︷︷︸
inverse square law

− L2

r3︸︷︷︸
centripetal force

+
3ML2

r4
= 0.

This is the same as in Newtonian theory, except with a GR
correction 3ML2/r4. We find that for ε = 0, the inverse
square law vanishes, i.e. light is unaffected by gravity in
Newtonian theory.

9.3 The equation of orbital shape

Theorem: The equation of orbital shape is:

d2u

dφ2
+ u− 3Mu3 − Mε

L2
= 0,

where u(φ) = 1/r. Here, 3Mu2 is the GR correction to the
Newtonian orbital shape equation.

Proof: Use the chain rule:

du

dφ
=
du

dr

dr

ds

ds

dφ
= − 1

r2
(ṙ)

r2

L
= − ṙ

L
.

Insert into radial energy equation, then differentiate.

9.4 Satellite delay

Suppose Alice orbits the Earth at height R + h, with Bob
stationary on its surface, at height R. Alice starts above
Bob, orbits once, then looks at her watch to see time tA
has passed. Bob does the same, and looks at his watch
to see time tB has passed.

Claim: The delay is given by tA − tB =

2π

√
(R+ h)3 − 3M(R+ h)2

M

(
1−

√
1− 2M/R√

1− 3m/(R+ h)

)
.

Proof: Alice is massive and moves in a circular orbit.
So using the equation of orbital shape with u = 1/r =
constant, and L = r2φ̇, we find that

u− 3Mu2 − Mu4

φ̇2
= 0 ⇒ φ̇ =

√
M

r3 − 3Mr2
.
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Hence

tA = 2π

√
(R+ h)3 − 3M(R+ h)2

M
.

For Bob, ṙ = φ̇ = θ̇ = 0, and so the Schwarzschild metric
gives:

tB =

√
1− 2M

R
∆t,

where ∆t is the change in the coordinate time. Now need
coordinate time. Use equation for ε to write, using our ex-
pression for φ̇:

−1 = −V ṫ2 +

(
M

r − 3M

)
⇒ ṫ2 =

1

1− 3M/r
.

We deduce that ∆t = tA/
√

1− 3M/(R+ h), and the
result follows.

9.5 Deflection of light rays

Consider a light ray (ε = 0) passing the Sun in Newtonian
theory:

The orbital equation is u′′ + u = 0, with boundary
condition u = 0 when φ = 0. So solution is:

u =
sin(φ)

b
,

which is a straight line with impact parameter b.

In GR, we must work perturbatively. Let u0 be the
Newtonian solution, and let u1 be a small correction.
Substitute into GR orbital shape equation to get:

d2u1

dφ2
+ u1 = 3Mu2

0 =
3M sin2(φ)

b2
=

3M

2b2
(1− cos(2φ)).

This is simple and can be solved by a homogeneous solu-
tion and a particular integral:

u1 = A cos(φ) +B sin(φ) +
3M

2b2
+
M

2b2
cos(2φ)

= A cos(φ) +B sin(φ) +
2M

b2
− M sin2(φ)

b2
.

Use BCs such that the photon falls in from the left, φ = π,
so u1(π) = 0. Thus A = 2M/b2. Also WLOG set B = 0.

At the right, φ = ε, considered small. Then

0 =
ε

b
+

2M

b2
+

2M

b2
+O(ε2).

So ε ≈ −4M/b, so the deflection angle is 4M/b.

9.6 Precession of planetary orbits

Same problem as light deflection, but now ε = 1. Best to
try and solve:(

du

dφ

)2

=
E2 − 1

L2
+

2Mu

L2
− u2 + 2Mu3︸ ︷︷ ︸

GR bit

.

In the Newtonian case, we get conic sections:

u0 =
M

L2
(1 + e cos(φ)).

For GR, write u = u0+u1, where u1 is a small perturbation.
Then to first order we get:

2
du0

dφ

du1

dφ
=

2Mu1

L2
− 2u0u1 + 2Mu3

0

⇒ −2Me sin(φ)

L2

du1

dφ
+

2M

L2
e cos(φ)u1 =

2M4(1 + e cos(φ))3

L6
.

Use an integrating factor to get into form:

d

dφ

(
u1

sin(φ)

)
=

−M3

eL4 sin2(φ)
(1 + e cos(φ))3.

Most terms on the RHS give rise to periodic behaviour in
u; however, 3e2 cos2(φ) does not! Since:

3e2 cos2(φ)

sin2(φ)
=

3e2

sin2(φ)
− 3e2,

on integrating, we get an interesting term that grows with-
out bound. Considering only this term leaves the simple
equation:

d

dφ

(
u1

sin(φ)

)
=
−M3

eL4
(−3e2) =

−3eM3

L4
,

Hence:

u =
M

L2
(1 + e cos(φ)) +

3M3eφ

L4
sin(φ) + periodic terms.

This is only the first order term in an approximation. It
agrees, to first order, with:

u =
M

L2

(
1 + e cos

(
φ

(
1− 3M2

L2

)))
.

Thus we get a precessing orbit. The angle between the
distances of closest approach is:

∆φ =
2π

1− 3M2/L2
≈ 2π +

6πM2

L2
, for M2 � L2.

This offset from a 2π periodic orbit is called the precession
of the orbit.
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9.7 Gravitational redshift

Consider light (ds2 = 0) emitted radially (dθ = dφ = 0) from
a large spherically symmetric body. The metric reduces to:

dt2 =
dr2

V 2
⇒ ∆t =

r∫
re

dr

V (r)
.

This is the time to propagate in coordinate time from re
(the radius of emission) and r.

Now let ∆τe be the proper time interval between succes-
sive maxima of the light wave at radius re, and ∆τ be the
proper time interval between successive maxima of the
light wave at radius r.

For light, we know 0 = −V ṫ2 + ṙ2/V . So for an ob-
server at r, ∆τ2 = V (r)∆t2, and for an observer at re,
∆τ2

e = V (re)∆t
2. But for our case, we know ∆t, and it is

equal in both cases. So we find the redshift is:

∆τe
∆τ

=

√
V (re)

V (r0)
≈ 1− M

re
+
M

r
.

9.8 Shapiro time delay

Suppose a radio signal is sent from Earth to Venus, which
is directly on the opposite side of the Sun, then reflected
and sent back to Earth. Let RV be the Schwarzschild
coordinate of Venus and RE the Schwarzschild coordinate
of the Earth. Suppose the radio signal just grazes the
surface of the sun, at Schwarzschild coordinate R0.

Claim: The total travel time of the signal is
T ≈ 2(

√
R2
E −R2

0 +
√
R2
V −R2

0).

Proof: The radial equation for a null geodesic is

0 =
E2

V
− ṙ2

V
− L2

r2
.

We just graze the Sun, so r = R0 when ṙ = 0. Hence we
find that E2/L2 = (1 − 2M/R0)/R2

0. Using this, and the
conserved quantity E = ṫV , we find that:

dr

dt
=
ṙ

ṫ
= ±

(
1− 2M

r

)√
1− R2

0

r2

1− 2M/r

1− 2M/R0
.

The Sun’s Schwarzschild radius, 2M , is tiny compared to
its radius R0. So assume 1− 2M/r ≈ 1 throughout. Then:

dr

dt
≈ ±

√
1− R2

0

r2
.

Since RE � 2M , the proper time on Earth is approxi-
mately the same as the global coordinate time. So just
integrate this between RE and R0, then R0 and RV (pick-
ing the correct minus signs in each case), and double the
answer to get result.

10 Black holes

10.1 Eddington-Finkelstein coordinates

The Schwarzschild metric also describes black holes. This
is most easily seen by introducing Eddington-Finkelstein
coordinates:

Definition: Ingoing Eddington-Finkelstein coordinates for
the Schwarzschild metric are given by (v, r, θ, φ), where

v = t+ r + 2M log

(
r − 2M

2M

)
.

Outgoing Eddington-Finkelstein coordinates for the
Schwarzschild metric are given by (u, r, θ, φ), where

u = t− r − 2M log

(
r − 2M

2M

)
.

Theorem: In ingoing Eddington-Finkelstein coordinates,
the Schwarzschild metric takes the form:

ds2 = −V dv2 + 2dvdr + r2(dθ2 + sin2(θ)dφ2).

Proof: Short calculation.

For radial null geodesics, we need either v = constant, or
V dv = 2dr, which implies v−2r−4M log((r−2M)/2M) =
constant.

For r large, these look like:

constant = v ≈ t+ r, constant ≈ v − 2r ≈ t− r.

So look like Minkowski space lightcones:

As we approach r ≈ 2M , one of the lines tilts giving
us the diagram:
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We see that if you are at r < 2M , and move along a
timelike curve, your r must decrease. So you can never
escape if you fall to r < 2M .

Definition: We call r = 2M the event horizon.

Also note that photons on r = 2M stay there, so
you can’t see them. This is why it is a black hole.

10.2 Properties of black holes

The Hoop Conjecture: If matter of mass M is confined to
a proper distance l ≤ 2M , then an event horizon will form.

Note in Eddington-Finkelstein coordinates, the singu-
larity in Schwarzschild at r = 2M vanishes. But there is
still a singularity at r = 0. What is its interpretation?

We can see that r = 0 is pathological by consider-
ing the scalar invariant RabcdRabcd. It can be shown
that:

RabcdR
abcd ∼ m2

r6
,

so this scalar blows up in all coordinate systems as r → 0.
Classical physics suggests that this singularity is thus the
boundary of spacetime.

Penrose’s Theorem: If there is an event horizon in
a spacetime, there is necessarily a singularity.

10.3 Hawking radiation

Theorem (Hawking): Particle-anti particle pair creation at
the surface of a blackhole means the blackhole acts as a
blackbody of temperature 1/8/πM .

Boltzmann’s Law: The energy flux of a blackbody
per unit area is σT 4, where σ = π2/15.

Write the energy of the blackhole (equal to its mass
in these units) as M = 1/8πT . Then the specific heat of
the black hole is:

c =
∂M

∂T
= − 1

8πT 2
< 0.

So by the laws of statistical mechanics, black holes are
unstable. The black hole breaks down over time. The black
hole loses its mass as:

dM

dt
= −(energy flux) ∝ T 4M2 ∝ − 1

M2
.

since r = 2M at the surface of the blackhole, and area ∝
r2 ∝M2. So the black hole’s lifetime is O(M3).

10.4 White holes

The laws of physics are invariant under time reversal.
In outgoing Eddington-Finkelstein coordinates, as defined
above, we find the time-reversed black hole metric:

ds2 = −V du2 − 2dudr + r2(dθ2 + sin2(θ)dφ2).

This reverses the diagram above, and shows that all
matter inside r < 2M is ejected from the region.

Definition: Such a region in spacetime is called a
white hole.

No one knows why white holes are not observed.

10.5 Photons and black holes

Theorem: There is an unstable circular photon orbit
around a black hole at r = 3M .

Proof: Use the radial equation of motion, which for a
photon is:

r̈ − L2

r3
+

3ML2

r4
= 0.

For a circular orbit, we need r = constant, which from this
equation gives r = 3M . To check if this is stable, consider
the effective potential energy:

V (r) =
1

2

(
1− 2M

r

)
L2

r2
− 1

2
E2.

We find that V ′′(3M) < 0, so the orbit is unstable.

Theorem: The photon absorption cross-section of a
black hole is 27πM2.

Proof: Let a photon be incident on the black hole
with impact parameter b. Far away from the black hole, it’s
as if it isn’t there. So set r = b, M = 0 ṙ = 0 in the energy
equation, to get b = L/E. Since these are conserved
quantities, this holds as we approach the black hole too.

At r = 3M , the maximum of the effective potential
energy, the effective potential energy itself is:

V (3M) = −1

2
E2

(
1− b2

27M2

)
The photon falls into the black hole if this is less than zero,
since if V (r) < 0, ṙ < 0. It follows that the minimum impact
parameter a photon can have without being absorbed is
b2min = 27M2. The absorption cross-section follows.
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10.6 Falling into a black hole

Theorem: For radial free fall into a black hole from a dis-
tance r = 10M , starting at rest, you would survive a time:

T = 5π
√

5M.

Proof: The effective potential for a massive particle with no
angular momentum is:

V (r) = −1

2
E2 + 1− 2M

r
.

Since starting from rest, E = 2/
√

5. Substituting into the
radial equation ṙ2 + 2V (r) = 0, we find:

ṙ

√
5r

10M − r
= −1 ⇒ τ = −

0∫
10M

√
5r

10M − r
dr,

where we take the negative root since we are infalling. Let
r = 10M sin2(x); integrating then gives result.

Theorem: With additional angular momentum, it is
possible not to fall in. Also, even if you do fall in, the time it
takes is longer than the above.

Proof: With angular momentum, the energy becomes:

E2 =
2√
5

√
1 +

L2

100M2

and so the potential may be written:

V (r) =
1

10r2

(
1− 10M

r

)((
1− L2

25M2

)
r2 − 2L2

5M
r + L2

)
.

Considering the roots of this function, we see there are
three roots if 2L2 ≥ 25M2, and one root if 2L2 < 25M2.
These correspond to the graphs:

So if we have sufficient angular momentum, we can oscil-
late forever in a region outside the black hole. If have more
than zero angular momentum, we have a little bump we
need to get over in the potential, so it takes longer than if
we had no angular momentum.

11 Cosmology

11.1 FRW metrics

Friedmann, Robertson and Walker developed metrics that
describe the whole Universe. It turns out there are three
possibilities (derivation not required):

Definition: The Friedmann, Robertson, Walker met-
rics are ds2 = −dt2 + a(t)2dσ2

k. Here, dσ2
k is a spatial

metric dependent on a parameter k called the curvature
taking the values k = 0, 1 or −1. The function a(t) is called
the scale factor of the Universe.

The spatial part of the metric is given by:

dσ2
0 = dr2 + r2(dθ2 + sin2(θ)dφ2)

dσ2
1 = dr2 + sin2(r)(dθ2 + sin2(θ)dφ2)

dσ2
−1 = dr2 + sinh2(r)(dθ2 + sin2(θ)dφ2).

Note that for k = 0,−1, space is of infinite extent, but for
k = 1, the metric is just hyperspherical coordinates on S3,
the three-sphere, so space is of finite extent.

11.2 Energy-momentum tensors

The Universe contains stuff so need an energy momentum
tensor.

Definition: The energy-momentum tensor of the Universe
is

Tab = (p+ ρ)uaub + pgab,

where ua is a velocity four vector, ρ is energy density and
p is pressure. Energy-momentum tensors of this form are
said to describe perfect fluids.

This energy-momentum tensor captures all possible
types of stuff:

• Galaxies, dark matter, are essentially free objects and
don’t interact very much. Thus they have zero pres-
sure: p = 0. Cosmologists call this type of matter
dust.

• Radiation obeys the equation of state p = 1
3ρ, from

statistical mechanics.

• Dark energy obeys the equation of state p = −ρ, as
far as anyone can tell experimentally. Note for dark
energy, we have Tab = −ρgab, so the Einstein equa-
tions become:

Rab −
1

2
Rgab + (Λ + 8πρ)gab = 0.

We can thus trade dark energy for a cosmological con-
stant.
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11.3 The equations of cosmology

Theorem: We have the mass conservation equation:

ρ̇ = −3(p+ ρ)ȧ

a
.

Proof: Choose ua = (1, 0, 0, 0) (i.e. comoving
coordinates), so that ua = (−1, 0, 0, 0). Recall
∇aT ab = ∇a((p + ρ)uaub + pgab) = 0, which in these
coordinates gives the result.

Example: For dust, p = 0 so ρ(t) = ρ0a
3
0/a

3(t), with
a(t0) = a0, ρ(t0) = ρ0 for some time t0. This is conserva-
tion of mass:

ρ(t)︸︷︷︸
energy density

· a3(t)︸ ︷︷ ︸
volume

= ρ0a
3
0︸︷︷︸

constant

.

Example: For radiation, ρ(t) = ρ0a
4
0/a

4(t), and for dark
energy ρ(t) = constant. Thus in an expanding Universe,
radiation is diluted faster than matter, which in turn is
diluted faster than dark energy. So we expect a radiation-
dominated era of the Universe, then a matter-dominated
era, then a dark-energy dominated era.

Theorem: We have the Friedmann and Raychaud-
huri equations:

4π(ρ+ 3p)− Λ = −3ä/a

3ȧ2 = 8πρa2 + Λa2 − 3k.

Proof: Not required.

We should think of the Raychaudhuri equation as an
energy equation:

3ȧ2︸︷︷︸
KE

= 8πρa2 + Λa2︸ ︷︷ ︸
potential energy

− 3k︸︷︷︸
total energy

.

11.4 Example solutions

Example 1: In the case there is no matter or radiation, i.e.
only dark energy. Then we have seen for Λ > 0 we have
de Sitter space, for Λ = 0 we have Minkowski space, and
for Λ < 0 we have anti-de Sitter space.

Example 2: Suppose there is only dust, and con-
sider a flat Universe. Then p = k = Λ = 0. This
implies

a(t) = a0

(
t

t0

)2/3

.

Also ρ0 = 1/6πt20, so we can relate density of matter today
to the age of the Universe.

At t = 0, we find the scale factor a(t) is zero. So
there is a singularity (scale can’t be zero!).

Penrose’s Theorem: In an expanding Universe with no
dark energy, there must be a singularity at t = 0.

Proof: Not required.

That is, there is a very early time where this descrip-
tion of the Universe fails.

Example 2: Consider a dust-filled closed (k = 1)
Universe with no dark energy (i.e. Λ = p = 0). The
Raychaudhuri equation becomes:

ȧ =

√
8πρa3

0

3a
− k.

Make the substitution a(θ) = 8πρ0a
3
0 sin2(θ)/3. This im-

plies that:

16πρ0a
3
0

3

∫
sin2(θ)dθ = t

⇒ t(θ) =
8πρ0a

3
0

3

(
θ − 1

2
sin(2θ)

)
.

So we have a parametric solution. This is a cycloid :

We see that the Universe undergoes initial expan-
sion, reaches a maximum size at θ = π/2, then contracts.
There is a Big Crunch at t = 8πρ0a

3
0/3.

Example 4: Consider a dust-filled open (k = −1)
Universe with no dark energy. Via the similar substitution
a(θ) = 8πρ0a

3
0 sinh2(θ)/3, we have

t =
8πρaa

3
0

3

(
1

2
sinh(2θ)− θ

)
.

There is continuous expansion.

For all cases, we see that at small t, a(t) ∼ t2/3.
However, we’ve seen that at late times the behaviour is
dramatically different:

Since t is small at the moment, it’s difficult to know
what type of Universe we live in.
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Example 5: Consider a radiation-dominated Universe, p =
1
3ρ, Λ = 0. Mass conservation gives ρ(t) = ρ0a

4
0/a

4(t) as
we saw above. The Raychaudhuri equation becomes:

ȧ =

√
8πρ0a4

0

3a2
− k.

This can be integrated directly in each of the three k cases,
giving:

a =

(
32πρ0a

4
0

3

)1/4

t1/2 (k = 0),

a =

√
2t

(
8πρ0a4

0

3

)1/2

− t2 (k = 1),

a =

√
t2 + 2t

(
8πρ0a4

0

3

)1/2

(k = −1).

11.5 Null geodesics in closed universes

Let’s find the null geodesics in a k = 1 Universe. Begin
generally: another form of the FRW metric is

ds2 = −dt2 + a2

(
dr2

1− kr2
+ r2dθ2 + r2 sin2(θ)dφ2

)
.

Defining dT = 1
adt, this becomes:

ds2 = a2

(
−dT 2 +

dr2

1− kr2
+ r2dθ2 + r2 sin2(θ)dφ2

)
.

Under a conformal transformation, null geodesics are pre-
served. So we may work with metric:

ds2 = −dT 2 +
dr2

1− kr2
+ r2dθ2 + r2 sin2(θ)dφ2.

We are interested in k = 1. Without loss of generality
(since the metric is isotropic and homogeneous), let’s con-
sider radial null geodesics through r = 0, with θ = π/2. So
the metric is:

ds2 = −dT 2 +
dr2

1− r2
+ r2dφ2.

From this metric, it’s clear we have the conserved quanti-
ties:

E = −Ṫ (no T dependence)

L = r2φ̇ (no φ dependence).

Since goes through r = 0, L = 0. Finally, since this is null,
we get the equation:

0 = E2 − ṙ2

1− r2
⇒ τ − τ0 = ± 1

E2
arcsin(r).

Hence r = | sin(E2(τ − τ0))|, so the geodesic returns to
its initial point after a time. Since E = Ṫ , we have r =

| sin(T )|, so the time light takes to circle the Universe is
∆T = π. Inverting, we have

∆t =

π∫
0

a(T )dT.

This is the time it takes for the light to encircle the Uni-
verse. So you can see your younger self if you look off into
the distance!

11.6 Einstein’s static Universe

Einstein tried to solve the above equations to show the
Universe was static. Indeed, for a Universe containing only
dust and a cosmological constant, we find that ȧ = ä = 0 if
and only if

k

a2
0

= 4πρ = Λ.

Since ρ > 0 for dust, Λ > 0. In a closed Universe,
k = 1, however, this gives an unstable solution when
a(t) = a0 + δa(t). We find that δȧ(t) = Λδa(t), which has
exponentially growing solutions.

12 Gravitational radiation

12.1 Linearised theory

Consider perturbations of spacetime around a background
space, so that the metric takes the form gab = g

(0)
ab + hab,

where hab is a small perturbation. In general, we will take
g

(0)
ab = ηab, Minkowski spacetime. Then:

Theorem: The linearised Einstein equations are:

−�hab+∂d∂ahdb+∂d∂bhda−∂a∂bh+(�h−∂d∂chcd)ηab = 16πTab,

where � = ∇a∇a is the d’Alembertian.

Proof: Recall we already calculated the change in
the Ricci tensor δRab and Ricci scalar δR when we
considering the Einstein-Hilbert action. We found:

δRab =
1

2

(
−�hab +∇d∇ahdb +∇d∇bhda −∇a∇bh

)
,

where h = habg
(0)ab = habη

ab is the trace of h, and

δR = −�h+∇d∇chcd −Rabhab.

Assuming there’s no matter for the background metric, we
have Tab = O(h), so compare the O(h) terms in the Ein-
stein equations, given by:

δRab −
1

2
δRg

(0)
ab −

1

2
Rhab = 8πTab,

to get the result. In particular, all covariant derivatives turn
into partials because the background is Minkowski. Also
note that Rab = 0, R = 0 in Minkowski spacetime.
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12.2 Gauge choice

In GR, we have the freedom to make a coordinate trans-
formation xa 7→ x′

a
= xa + εa. If the line element is

constant, then we have seen that the metric is changed
by ∇aεb + ∇bεa. However, there are no physical conse-
quences of the coordinate change.

Therefore, in our linearised theory, two metrics h′ab,
hab related by:

h′ab = hab + ∂aεb + ∂bεa

are physically equivalent. Transforming between two
metrics in this way is called a gauge transformation.

Definition: The condition on the metric h′ab

∂a(h′
ab − 1

2
ηabh′) = 0,

is called harmonic gauge.

Theorem: It is always possible to gauge-transform
the metric to some h′ab obeying the harmonic gauge
condition.

Proof: Let hab be our initial metric and let h′ab be our
transformed metric:

h′ab = hab + ∂aεb + ∂bεa.

Then ∂a
(
h′
ab − 1

2η
abh′

)
=

∂a

(
hab − 1

2
ηabh

)
+ ∂a∂

aεb + ∂a∂
bεa − 1

2
ηab∂a(2∂cε

c).

The last two terms cancel, and we’re left with the equation:

�εb = −∂a
(
hab − 1

2
ηabh

)
=: −cb.

So as long as we can solve the equation �εb = −cb, then
we can transform to harmonic gauge.

Let’s prove that this equation always has solutions.
We do so by constructing the Green’s function for �.
Written out in full, the equation �εb = −cb is

−∂
2εb

∂t2
+∇2εb = −cb.

Let the Fourier transform of εb with respect to both space
and time be:

ε̂(p, ω) =

∫
d3x dt ε(x, t)e−iωt+ip·x

(
=

∫
d4x ε(x)eip·x

)
.

Inverting, we have

ε(x, t) =
1

(2π)4

∫
d3p dω ε̂(p, ω)eiωt−ip·x.

Hence the equation in Fourier space is:

ε̂(p, ω) = − ĉ(p, ω)

ω2 − |p|2
.

The Green’s function, G(x, t; x′, t) obeys the equation
when −c(x, t) = δ3(x− x′)δ(t− t′), and so

Ĝ(p, ω; x′, t′) =
e−iωt

′+ip·x′

ω2 − |p|2
.

Inverting,

G(x, t; x′, t′) =
1

(2π)4

∫
d3p dω

e−iωt
′+ip·x′

ω2 − |p|2
eiωt−ip·x.

This integral has poles on the real line at ω = ±|p|. We
must shift them off in order to carry out the integral. Here,
we choose to move both of them a tiny bit into the upper
half-plane (cf. QFT where we move one to the UHP, the
other to the LHP). This results in us getting the retarded
Green’s function.

Re(ω)

Im(ω)

ω = |p|ω = −|p|

If t − t′ > 0, close in the UHP, and if t − t′ < 0, close in
the LHP. Then we can apply Jordan’s Lemma to say that
the contribution from the arc tends to zero as it becomes
infinitely large. The residues at the poles are:

Res(±|p|) = lim
ω→±|p|

(
eiω(t−t′)−ip·(x−x′)

ω ± |p|

)
= ±e

±i|p|(t−t′)−ip·(x−x′)

2|p|
.

So by the residue Theorem, the integral reduces to 0 if
t− t′ < 0, and to

i

(2π)3

∫
d3p

(
ei|p|(t−t

′)−ip·r

2|p|
− e−i|p|(t−t

′)−ip·r

2|p|

)
.

when t − t′ > 0, where r := x − x′. It remains to do this
integral, by switching to spherical polars, where p · r =
|p||r| cos(θ) = pr cos(θ). We find (doing the φ integral):

i

8π2

∫
dp dθ p sin(θ)

(
eip(t−t

′)−ipr cos(θ) − e−ip(t−t
′)−ipr cos(θ)

)
=

1

8π2r

∫
dp(eip(t−t

′) − e−ip(t−t
′))(eipr − e−ipr)

= − 1

2π2r

∫ ∞
0

dp sin(p(t− t′)) sin(pr)

=
1

4π2r

∫ ∞
−∞

1

2
(cos(p(t− t′ + r))− cos(p(t− t′ − r)))

=
1

8π2r
Re

(∫ ∞
−∞

eip(t−t
′+r) − e−ip(t−t

′−)

)
.
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Performing this final integral, we get

1

4πr
(δ(t− t′ + r)− δ(t− t′ − r)) .

The first δ function disappears since t − t′ > 0. So we’re
left with the final expression for the Green’s function:

G(x, t; x′, t′) =

−
1

4πr
δ(t− t′ − r) for t− t′ > 0

0 otherwise.

Thus the solution to �ε = −c is

ε(x, t) =

∫
d3x′ dt′ G(x, t; x′, t′)c(x′, t′).

This Green’s function tells us something about causality.
The δ function here is δ(t−t′−|x−x′|), so c(x′, t′) can only
affect ε(x, t) in the past lightcone of (x, t). This encodes
our desire for causality.

Unfortunately, the Green’s function as it stands does
not look covariant. It can be made covariant using the
formula for δ(f(x)); we have:

δ(|x−x′|2) = δ((t−t′)2−r2) =
δ(t− t′ − r)

2r
− δ(t− t

′ + r)

2r
.

This gives:

ε(x) = − 1

2π

∫
d4x δ((x− x′)2)c(x′, t′)H(t− t′),

where H is the Heaviside function. This is Lorentz invari-
ant, but is not all that useful in practice.

12.3 Wave equation for radiation

Theorem: In harmonic gauge, the linearised Einstein
equations reduce to the simple wave equation:

�hab = −16π

(
Tab −

1

2
ηabT

)
,

where T = T abηab is the trace of the energy-momentum
tensor.

Proof: In harmonic gauge, we can replace ∂d∂ah
d
b

in the linearised Einstein equations by 1
2∂a∂bh. Thus the

equations become:

−�hab + ηab�h− ηab∂c∂dhcd = 16πTab.

Again, we can replace ηab∂c∂dh
cd by 1

2ηab�h in harmonic
gauge. So the equation becomes:

−�hab +
1

2
ηab�h = 16πTab.

Take the trace of this expression by contracting with ηab,
the back-substitute.

Notice that this is an equation of the form �(·) = ...,
which we spent ages trying to solve when we proved
harmonic gauge worked! We can use the same Green’s
function formula to solve this wave equation for the metric
perturbation.

12.4 Polarisation of gravitational waves

Consider first the unsourced equations: Tab = 0. Then the
equations reduce to:

�hab = 0, ∂a

(
hab − 1

2
ηabh

)
= 0.

Using these equations, we have:

Theorem: Consider a wavelike solution to these equa-
tions, hab = Aeab Re(eikcx

c

), where A is the amplitude of
the perturbation, eab is the polarisation tensor, which must
be symmetric since hab is symmetric. Then we have:

(i) kaka = 0, so gravitational waves travel at the speed of
light;

(ii) ikaeab = 1
2η
abikae

c
c, the harmonic gauge condition.

Proof: Just substitute in the ansatz.

At first glance, it looks like eab, being symmetric, has
10 independent components, so gravitational waves have
10 possible polarisations. However, the gauge condition
(ii) above gives 4 equations constraining eab. In fact, there
are another 4 constraints on eab which we will now derive.

Consider a gauge transformation hab → hab + ∂aεb + ∂bεa,
where εa = −AiΛaeikcx

c

, so that

hab → h′ab = hab +A(Λakb + Λbka)eikcx
c

.

Hence the new theory has the polarisation tensor eab =
eab+Λakb+Λbka. Remarkably though, the harmonic gauge
condition is unchanged:

kaeab − 1

2
ηabkae

c
c = 0

→

kae
ab − 1

2
ηabkae

c
c + ka(Λakb + Λbka)− 1

2
ηabka(2kcΛ

c)︸ ︷︷ ︸
=0

= 0.

The big brace equals zero by two terms cancelling, and k
being null.

Therefore, it is apparent that we have not fully fixed
the metric by specifying harmonic gauge. There are still
four extra degrees of freedom counted by Λa. These are
degrees of freedom associated with the metric - not with
eab, so eab has 2 possible polarisations.
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Example: Consider a wave travelling in the positive
z-direction, i.e. ka = k(1, 0, 0, 1), ka = k(−1, 0, 0, 1). Write
xa = (t, x, y, z). Then the exponential in the wave solution
is indeed eik(−t+z), a wave travelling in the z direction at
the speed of light.

By fixing the Λa, we can fix the possible polarisa-
tions of the wave. Under a gauge transformation, we
have

e01 7→ e01 + Λ0k1 + Λ1k0 = e01 − Λ1k.

Fix e01 = e10 = 0, by appropriate choice of Λ1 then. Simi-
larly,

e02 7→ e02 + Λ0k2 + Λ2k0 = e02 − Λ2k.

Fix e02 = e20 = 0, by appropriate choice of Λ2. Continuing
to e03, we find that

e03 7→ e03 + Λ0k3 + Λ3k0 = e03 + Λ0k − Λ3k.

So we’ve got two things we can use to fix e03 = e30 =
0. We can use one of them to also set the trace of the
polarisation tensor to zero:

eaa = −e00 + e11 + e22 + e33

7→ −e00 + e11 + e22 + e33 − 2Λ0k0 + 2Λ1k1 + 2Λ2k2 + 2Λ3k3

= −e00 + e11 + e22 + e33 − 2Λ0k + 2Λ3k.

So choose Λ0, Λ3 such that both ecc = 0 and e03 = 0.

Finally, examine how this affects the harmonic gauge
condition. Recall this is given by kae

ab = 1
2k

becc = 0.
Hence we have

b = 0 ⇒ k0e
00 + k3e

30 = 0 ⇒ e00 = 0,

b = 1 ⇒ k0e
01 + k3e

31 = 0 ⇒ e13 = 0,

b = 2 ⇒ k0e
02 + k3e

32 = 0 ⇒ e23 = 0,

b = 3 ⇒ k0e
03 + k3e

33 = 0 ⇒ e33 = 0.

Here, we’ve used our earlier results, that e03 = e01 =
e02 = 0. Therefore we are left with only e12 = e21, and
e11 = −e22 non-zero.

We can separate these into the two possible polari-
sations:

Definition: The × polarisation takes e12 6= 0.
e11 = −e22 = 0, so that

eab =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

 .

The + polarisation takes e11 = −e22 6= 0 and e12 = 0, so
that

eab =


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 .

Definition: A choice of Λa gauge in which ecc = 0 is
called transverse, trace-free gauge. It’s called transverse
because the harmonic gauge condition then implies
kae

ab = 0, i.e. the polarisation is orthogonal to the
direction of travel.

12.5 Gravitational wave detection

In order to detect gravitational waves, we need to look at
the relative motion of particles, i.e. we need to examine
their geodesic deviation.

Let a family of geodesics be labelled by s, with coor-
dinate t along the geodesics. Define the tangent vector
to the geodesics by Ua = ∂xa/∂t, and the vector taking
us between geodesics V a = ∂xa/∂s. Recall the geodesic
deviation equation:

d2V a

dt2
= RabcdU

bU cV d ⇒ d2V a

dt2
+RabcdU

bUdV c = 0.

In a particle’s rest frame, Ua = (1, 0, 0, 0). Then the equa-
tion reduces to:

d2V a

dt2
= Ra0c0V

c = 0.

Let’s work out the linearised form of Ra0c0:

Theorem: In transverse trace-free gauge, Ra0c0 =
− 1

2η
ab∂2

0hbc.

Proof: Recall the Christoffel symbols are O(h) in
perturbation theory, so Γ2 = O(h2) can be ignored. Thus

Ra0c0 = ∂cΓ
a
00 − ∂0Γac0

= ∂c

(
1

2
ηab(−∂bh00 + ∂0hb0 + ∂0hb0)

)
−∂0

(
1

2
ηab(−∂bh0c + ∂0hbc + ∂ch0b)

)
.

In transverse trace-free gauge, h00 = h01 = h02 = 0 = h03.
So get result.

Thus the geodesic deviation equation reduces to

d2V a

dt2
− 1

2
ηabḧbcV

c = 0.

We deduce that gravitational waves make it appear as if
there is a force between the two particles.

Consider two particles in the xy plane now and con-
sider V a = (t, x, y, 0) to be a genuine displacement (with
t the displacement in time). Then we get two equations
from the geodesic deviation equation:

d2x

dt2
− 1

2
ḧxxx−

1

2
ḧxyy = 0,

d2y

dt2
− 1

2
ḧyxx−

1

2
ḧyyy = 0.
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For + polarisation, exx = 1 and eyy = −1, so these equa-
tions reduce to:

d2x

dt2
− A

2
ω2 cos(ωt)x = 0,

d2y

dt2
+
A

2
ω2 cos(ωt)y = 0.

In × polarisation, exy = eyx = 1, so these equations re-
duce to:

d2x

dt2
− A

2
ω2 cos(ωt)y = 0,

d2y

dt2
+
A

2
ω2 cos(ωt)x = 0.

These types of equations are known as Hill’s equations
and are not solvable by elementary methods. However,
we can get an idea of the behaviour of the solutions.

Imagine a ring of particles around a fixed particle.
Then the two polarisations oscillate the ring as:

12.6 The energy-momentum tensor for
gravitational radiation

Recall that we computed the linearisation of the Einstein
equations at 1st order. In order to include the fact that
the gravitational waves carry energy and momentum, we
need to go to second order. The Einstein equations then
become:

[Rab −
1

2
Rgab]

(1) = 8πTab − [Rab −
1

2
Rgab]

(2),

where (1), (2) denotes the first order terms, second
terms, etc. Therefore the second order terms generate an
effective energy-momentum tensor in our theory.

Definition: The effective energy-momentum tensor
is defined by

8πtab = −[Rab −
1

2
Rgab]

(2).

We now just have to calculate this!

Theorem: The second order terms in Rab are:

R
(2)
ab =

1

4
∂ahcd∂bh

cd +
1

2
hcd
(
∂a∂bhcd + ∂c∂dhab − ∂c∂ahbd

−∂c∂bhad
)

+
1

2
∂dh c

b (∂dhca − ∂chda)

−1

2

(
∂ch

cd − 1

2
∂dh

)
(∂ahdb + ∂bhda − ∂dhab) .

Proof: Let gab + hab be a perturbation to a background
spacetime. Let X[gab] be a quantity dependent on the met-
ric. Then

X[gab + hab] = X[ηab] + δX[gab, hab] +O(h2),

where δX depends on gab and hab. Then taking the varia-
tion again, we have:

δX[gab + hab, hab] = δX[gab] + δ2X[gab, hab] +O(h3).

That is, δ2X[gab, hab] = δ(δX)), the variation of the varia-
tion. This can help us calculate the second order terms in
h, which are given by 1

2δ
2X (think of a Taylor series).

We apply this to Rab. We must work with a general
metric, then specialise to the Minkowski metric at the end.
Recalling that to linear order, gab 7→ gab−hab, we first note

δΓabc = δ

(
1

2
gab (∂bgcd + ∂cgbd − ∂dgbc)

)
= −1

2
had (∂bgcd + ∂cgbd − ∂dgbc) +

1

2
gab (∂bhcd + ∂chbd − ∂dhbc)

= −hedgaeΓdbc +
1

2
gab (∂bhcd + ∂chbd − ∂dhbc) .

Therefore δ2Γabc =

hedh
aeΓdbc − hedgaeδΓdbc −

1

2
hab (∂bhcd + ∂chbd − ∂dhbc)

= hdeh
aeΓdbc − 2hadδΓ

d
bc.

Restricting to Minkowski background, we can set Γ = 0 in
all the above formulas.

Recall that

Rab = ∂cΓ
c
ab − ∂bΓcac + ΓdabΓ

c
cd − ΓdacΓ

c
bd.

Thus the variation in Rab is:

δRab = ∂cδΓ
c
ab−∂bδΓcac+δΓdabΓccd+ΓdabδΓ

c
cd−δΓdacΓcbd−ΓdacδΓ

c
bd.

The second variation is (dropping any lone Γ’s):

δ2Rab = ∂cδ
2Γcab − ∂bδ2Γcac + 2δΓdabδΓ

c
cd − 2δΓdacδΓ

c
bd.

Now simply substitute in the formulae for the variation in Γ
and the second variation of Γ, with gab = ηab. Remember
to divide by 2 at the end!
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There’s still work to be done to get an explicit formula for
tab. For simplicity, we’ll assume there’s no matter present,
i.e. Tab = 0. Then we have:

Theorem: In the absence of an energy-momentum
tensor, we have

tab = − 1

8π

(
R

(2)
ab −

1

2
ηcdR

(2)
cd ηab

)
.

Proof: The first order variation in the Einstein equations is:

R
(1)
ab −

1

2
δ(Rgab) = 0,

since there is no matter present. Now δ(Rgab) = habR
(1),

since R = 0 for Minkowski spacetime. Therefore the
first order Einstein equations are R

(1)
ab −

1
2habR

(1) = 0.

Contracting on a, b, we get R(1) − 1
2hR

(1) = 0, and since
this holds for arbitrary perturbations h, we must have
R(1) = 0.

Now move to second order variation. The second
order variation in the Einstein tensor is:

R
(2)
ab −

1

4
δ2(Rgab).

Evaluating the variation of the second term, we have:

δ2(Rgab) = δ(gabδR+Rhab) = (δ2R)ηab+2(δR)hab = (δ2R)ηab,

since we found R(1) = 0 already. We can also evaluate
δ2R, as follows: δ2(gcdRcd) =

δ(−hcdRcd + gcdR
(1)
cd ) = −2hcdR

(1)
cd + ηcdR

(2)
cd = ηcdR

(2)
cd .

Back-substituting, we get the result.

This is still rather complicated. But in practice we’re
not really interested in this quantity itself, but its average
value, defined as follows:

Definition: Let w be a weight function on a volume
V , and let w

∣∣
∂V

= 0, ∂w � 1, and∫
V

d4x g1/2 w = 1.

Suppose that the volume has typical size a, and that the
variation in X has typical size λ. Then the average of X
on V is defined by

〈X〉 =

∫
V

d4x g1/2 wX,

for a� λ.

Theorem: 〈∇aY a〉 = 0, i.e. the average of a total deriva-
tive is zero.

Proof: We have: 〈∇aY a〉 =∫
V

d4x g1/2 w∇aY a =

∫
V

d4x g1/2 (∇a(wY a)− Y a∂aw)

=

∫
∂V

d4x g1/2 wnaY
a −

∫
V

d4x g1/2 Y a∂aw,

using Stokes’ Theorem. The first term is zero since w
vanishes on the boundary.

The second is negligible, because the components
of 〈∇aY a〉 have typical size Y/λ, and the compo-
nents of the integral on the RHS have typical size
Y w/a · |d4x| = Y/a, since the normalisation condition on w
implies |d4x| ∼ 1/w. Thus the RHS is negligible compared
with the LHS.

This Theorem implies that we can freely integrate by
parts when taking an average; that is 〈A∂B〉 ∼ − 〈(∂A)B〉.

With our new averaging notion, we can compute 〈tab〉 in a
nice form. We have:

Theorem: When there is no energy-momentum ten-
sor present, we have

〈tab〉 =
1

32π
〈∂ahcd∂bh

cd − 1

2
∂ah∂bh− 2∂ch

c

a∂dh
d

b〉 ,

where hab = hab − 1
2ηabh is the trace-reversed version of

the metric hab.

Proof: We need to find the average of the formula
for tab above. Start with the second term. Begin by noting
that

g1/2gabR
(2)
ab =

1

2
δ(g1/2gabR

(1)
ab )− 1

2
R

(1)
ab δ(g

1/2gab).

Recall R(1)
ab = 0 when there is no energy-momentum

tensor. So the second term drops out.

We found much earlier on that:

R
(1)
ab = ∂cδΓ

c
ab − ∂bδΓcac = ∇cδΓcab −∇bδΓcac.

The second equality is obtained by going to normal coor-
dinates. Therefore:

gabR
(1)
ab = ∇c

(
gabδΓcab − gacδΓbab

)
.

Thus this expression is a total divergence. So 〈gcdR(1)
cd 〉 =∫

V

d4x g1/2gcdR
(2)
cd w =

1

2
δ

(∫
V

d4x g1/2gabR
(1)
ab w

)
= 0,

since we’re integrating a total derivative, so get zero. Set
background to η = g to finish.
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Now we need to deal with the first term, 〈R(2)
ab 〉. Integrating

by parts, we get:

〈R(2)
ab 〉 =

〈
− 1

4
∂ahcd∂bh

cd +
1

2
∂dhcb(∂dhca − ∂chda)

+
1

4
∂dh(∂ahdb + ∂bhda − ∂dhab)

〉
Now note that hab = hab − 1

2ηabh implies that h = −h, so
we can write hab = hab − 1

2ηabh. Substituting this in and
doing some algebra we get the result.

Note that in transverse, trace-free gauge the result
simplifies further. In this gauge, we have h = 0 and
∂ch

c

a = 0. Therefore we end up with:

Energy-momentum tensor of gravitational wave:
In transverse, trace-free gauge, where h is the trace-
reversed metric, we have

〈tab〉 =
1

32π
〈∂ahcd∂bh

cd〉 .

The averaging procedure is not just a calculational
convenience - it is also essential if we want to get anything
physical out of our theory. Indeed, one can check that
tab is not gauge invariant (in the sense of changing the
metric). Fortunately, we have:

Theorem 〈tab〉 is gauge invariant.

Proof: Recall that under a gauge transformation, we
have

hab 7→ hab + ∂aεb + ∂bεa.

Therefore, we have

hab = hab −
1

2
ηabη

cdhcd 7→ hab + ∂aεb + ∂bεa − ηab∂cεc.

Inserting this into the big formula 〈tab〉 (note we can’t use
the one where 〈tab〉 ∼ 〈∂h∂h〉, since this fixed a gauge
already!), we have that 〈tab〉 7→

〈tab〉+
1

32π

〈
∂ah

cd
(∂b∂

cεd + ∂b∂
dεc − ηcd∂d∂eεe)

+∂ah∂b∂cε
c − ∂c∂cεd∂ahbd

−∂ch
cd

(∂a∂bεd + ∂a∂dεb − ηbd∂a∂eεe) + (a↔ b)
〉
.

Now note that by some calculation, index relabelling and
integration by parts, we can reduce this to the form:

〈tab〉+
〈
∂aε

c

(
1

2
�hbc − ∂d∂(bhc)d +

1

2
ηbc∂

d∂ehde

)
+(a↔ b)

〉
.

But the big bracket just contains the linearised Einstein
equations, which must be satisfied. Thus 〈tab〉 7→ 〈tab〉
as required.

12.7 Production of gravitational radiation

Let’s put some sources, Tab, into the theory now. Recall
the equation of motion was:

�hab = −16π

(
Tab −

1

2
ηabT

)
.

The equation for the trace-reversed metric (recalling that is
even simpler (recalling �h = −16πT , by taking the trace of
both sides):

�hab = −16πTab.

This can easily be solved by the standard Green’s function
to give:

hab(x, t) =

∫
D

d3x′
4

|x− x′|
Tab(x′, t′),

where t′ = t − |x − x′| and D is some domain which
the source is restricted to. We assume in all cases that
observers are distant from the source of the radiation, i.e.
|x| � |x′|.

We begin by examining static cases, Tab(x′, t′) = Tab(x′).
Since we are distant from the source of the radiation we
use, as in electromagnetism, a multipole expansion.

Theorem: For |x| � |x′|, we have:

1

|x− x′|
=

1

r
+

1

r2
r′ cos(θ) +

1

2r3
(r′)2(3 cos2(θ)− 1) + · · · ,

where r = |x|, r′ = |x′| and x · x′ = |x||x′| cos(θ).

Proof: We have

1

|x− x′|
=

1

(r2 + (r′)2 − 2rr′ cos(θ))1/2

=
1

r

(
1 +

(r′)2

r2
− 2r′

r
cos(θ)

)−1/2

.

Now just use the binomial theorem.

This gives a nice formula:

hab =
4

r

∫
dr′dθdφ r′

2
sin(θ)Tab(x′)

(
1 +

r′ cos(θ)

r

+
r′

2
(3 cos2(θ)− 1)

2r2
+ · · ·

)
The first term is the monopole term, the second term is the
dipole term and the third term is the quadrupole term.
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In practice however, it’s usually best to write things in terms
of the x and x′’s, usually with some indices. One of the
better forms to work with is:

1

|x− x′|
=

1

r

 1︸︷︷︸
monopole

+
x · x′

r2︸ ︷︷ ︸
dipole

+
3(x · x′)2

r4
− x′ · x′

2r2︸ ︷︷ ︸
quadrupole

 .

Example: In the static case, we assume that Tab is
dominated by its rest mass energy. That is, the only
non-zero component of Tab is T00. Therefore the only
non-zero component of hab is h00.

Keeping only the monopole, we get:

h00 =
4

r

∫
d3x′ T00(x′) =

4

r

∫
d3x′ ρ(x′) =

4M

r
= −4Φ.

Here, ρ is the mass density and Φ = −M/r is the Newto-
nian gravitational potential. The form of the metric compo-
nent h00 is therefore:

h00 = h00 −
1

2
η00(−h00 +��h11 +��h22 +��h33) =

1

2
h00 = −2Φ.

If we use this as an actual perturbation to Minkowski
spacetime, we get something of the form:

ds2 = − (1 + 2Φ) dt2 + dx2 + dy2 + dz2,

which is the metric reproducing Newtonian gravity.

Including also the dipole term in the expansion, we
have:

h00 =
4M

r
+

4

r

∫
d3x′ρ(x′)

x · x′

r2
=

4M

r
+

4x · P
r3

,

where P is the dipole moment, given by

P =

∫
d3x′ ρ(x′)x′.

Similarly, we define the quadrupole moment to be the ma-
trix:

Qij =

∫
d3x′ ρ(x′)

(
3

2
x′ix
′
j −

1

2
δij(x′ · x′)

)
.

12.8 Production of radiation from a time-
varying source

We now introduce time-dependence to the source. To deal
with time-dependence, we must remember that Tab is con-
served: ∂aT ab = 0. Explicitly:

∂0T00 − ∂iTi0 = 0,

∂0T0j − ∂iTij = 0.

Thus if there is time-dependence in T00, we can’t neglect
Ti0, or in turn Tij .

Theorem: h00(x, t) = 4E/r, where E is the total en-
ergy of the source.

Proof: Far away from the source, the radiation looks
like gravitational waves with energy-momentum tensor
〈tab〉 ∼ 〈(∂h)2〉.

The energy momentum tensor has units of
momentum/(area × time). In terms of energy, this is
∼ E4 ∼ 1/r4, since energy is the same as inverse length.
Therefore ∂h ∼ 1/r2. Now ∂ ∼ 1/r, so h ∼ 1/r in the
far field. Therefore, we may restrict to only the monopole
term:

h00 =
4

r

∫
d3x′ T00(x′, t− |x− x′|) =

4E

r
,

where E is the total energy of the source. In principle this
is time-varying, but we know from our earlier calculations
that changes in energy due to radiation only occur at order
O(h2), so in our linearised theory at the source, this E is
constant.

Theorem: We have

h0i = −4

r
Pi,

where Pi is the total momentum of the source.

Proof: This follows immediately from the definition of
momentum of a field in QFT, as the integral of T 0i. Simply
note we had to lower a time index, and thus pick up a
minus sign.

Again, we only work to order 1/r, as in the pervious
Theorem.

Note that since we can always boost to the radiating
matter’s rest frame, we can always set Pi = h0i = 0
without loss of generality.
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Theorem: We have

hij =
2

r
Ïij(t− r),

where Iij is the second moment of the energy density,
given by:

Iij(t− r) =

∫
d3x′ T00x

′
ix
′
j .

Proof: Consider the integral:

∂

∂t

∫
R3

T0ixjdV =

∫
R3

(∂kTki)xjdV

=
���

���
�

∫
R2

TkixjnkdS −
∫
R3

TkiδkjdV = −
∫
TijdV.

Now consider the integral:

∂2

∂t2

∫
T00xixjdV =

∂

∂t

∫
∂kT0kxixjdV

= − ∂

∂t

∫
(T0ixj + T0jxi)dV = 2

∫
TijdV,

where in the last step we used the previous result. This
almost gives the result. We need only recognise that

Tij(x′, t− |x− x′|) = Tij(x′, t− |x′|) +O(1/r),

when we Taylor expand Tij for |x| � |x′|. So any higher
order terms don’t feature, as we already have the 1/r out
front.

Theorem: We can rewrite hij in terms of the quadrupole
tensor as

hij =
4

3r

∂2Qij
∂t2

.

Proof: Quick calculation. We get the trace of Qij at some
point, but it’s easy to see this is zero straight from its
definition.

It’s possible to substitute all this in to our formula for
〈tab〉 and eventually get a formula for the power per unit
area carried away from the source.

Integrating over a sphere, we eventually get that:

Theorem: The total power from a source via gravita-
tional waves is given by the quadrupole formula

total power =
4

45

...
Qij

...
Qij .

12.9 Example calculations

Example 1 (Emission of radiation from two orbiting
particles): Consider two bodies with equal mass m, mov-
ing in a single circular orbit. The bodies have positions:

x1 = (r cos(ψ), r sin(ψ), 0), x2 = (−r cos(ψ),−r sin(ψ), 0),

i.e. are diametrically opposite. The angular velocity of the
particles is given by

ψ̇(t) =

√
2m

r
.

Recall that the energy-momentum tensor for a particle with
momentum pµ at position x(t) is given by

T ab(x) =
papb

p2
δ(x− x(t)).

For two particles, we just sum two energy-momentum
tensors of this type. Note also that in the non-relativistic
limit, which we’ll assume here, that pa = (m,mvi), where
vi is the velocity of the particle.

Thus in our case the energy density is:

T 00 = mδ(x− x1) +mδ(x− x2).

This allows us to compute the second moment of the en-
ergy distribution:

Iij =

∫
d3xT 00(x)xixj = mxi1x

j
1 +mxi2x

j
2.

The quadrupole moment is then

Qij = Iij −
1

3
δijIkk = mxi1x

j
1 +mxi2x

j
2 −

1

3
δijmr

2.

Writing out the second moment of the energy distribution
in gory detail, we have:

Iij = 2mr2

(
cos2(ψ) cos(ψ) sin(ψ)

cos(ψ) sin(ψ) sin2(ψ)

)
.

We now need to take the time derivative a few times. After
a calculation, we eventually find that the total power of the
gravitational waves emitted by this system is

64

5
· m

5

r5
.
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13 Vierbein fields

13.1 Definitions and basic properties

Since the metric gab is symmetric, and has signature
{−1,+1,+1,+1}, it can be diagonalised.

Definition: Write gab = eµae
ν
bηµν . We call the ma-

trices eµa, eνb the vierbein or frame fields.

Note that the Greek index of a vierbein is a Lorentz
index so it is raised and lowered wrt ηµν , whilst the Latin
index is a spacetime index, so it raised and lowered wrt
gab. Therefore, we define things like

eµa = ηµνe
ν
a, eaµ = gabηµνe

ν
b, etc.

A useful consequence of this is:

Theorem: eaµe
µ
b = δab and eµaeaν = δµν .

Proof: Simply recall the definition of the fields:

eaµe
µ
b = gacηµνe

ν
ce
µ
b = gacgcb = δab .

For the second equation, invert the vierbein matrices in
the defining equation: eaµgabebν = ηµν . Raising a µ and
lowering a b, we get the result.

The vierbein fields help us to identify the following
symmetry:

Theorem: Under a Lorentz transformation of the
vierbeins, the metric is invariant.

Proof: We have eµa 7→ ẽµa = Λµνe
ν
a under a Lorentz

transformation. hence

gab 7→ ẽµaẽ
ν
bηµν = Λµσe

σ
aΛνρe

ρ
bηµν = eσae

ρ
bησρ = gab,

using ΛT ηΛ = η.

This is a hidden symmetry of the metric that we have
identified using the vierbeins. In fact, the Lorentz transfor-
mation can even vary from spacetime point to spacetime
point.

Slogan: We say that the local Lorentz transformation
form a hidden symmetry of the metric.

The line element in terms of the vierbein fields is

ds2 = gabdx
adxb = ηµνe

µ
adx

aeνbdx
b = ηµνE

µEν ,

where Eµ := eµadx
a. The {Eµ} form a basis of one-forms,

thus the vierbeins allow us to write the line element in a
Lorentzian way. This also shows the vierbeins are compo-
nents of a one-form.

Note that since ds2 = ηµνE
µEν , the {Eµ} form a pseudo-

orthonormal basis (to be orthonormal, we’d need to
replace ηµν 7→ δµν in the line element).

Objects like eµaV
a, where V a is a vector, are scalars

wrt their spacetime indices (since all spacetime indices
are contracted), but vectors wrt their Lorentz indices. Thus
V µ := eµaV

a is a Lorentz vector.

Inverting, we have ebµV
µ = ebµe

µ
aV

a = δbaV
a = V b.

Hence V a = eaµV
µ is a spacetime vector.

13.2 Derivatives

We now want to define the covariant derivative with a
Lorentz index. Since ∂µ = eaµ∂a, this is easy for scalars,
and we can simply write ∇µφ = ∂µφ.

For vectors, we need to be more careful...

Definition: The covariant derivative with a Lorentz
index acting on a Lorentz vector is defined by

∇µV ν = ∂µV
ν + ω ν

µ ρV
ρ.

The connection ω is called the spin connection. In the
usual way (i.e. construct a scalar S = V νVν and act on
it with the covariant derivative), we can extend this to one-
forms via:

∇µVν = ∂µVν − ω ρ
µ νVρ.

Definition: In analogy with the metric connection, we im-
pose the condition ∇aebν = 0 on the covariant derivative.
This condition is called the vierbein postulate.

Theorem: The vierbein postulate is equivalent to

∂ae
b
ν + Γbace

c
ν − eµaω ρ

µ νe
b
ρ = 0.

Proof: Notice we’re trying to differentiate an object with
one Lorentz index and one spacetime index. Let’s work
out how to do this.

Notice that

∇a(ebνV
ν) = ∂a(ebνV

ν) + Γbace
c
νV

ν

holds for any V ν , since we’re trying to differentiate a space-
time vector. Using the Leibniz rule on the LHS, we have

V ν∇a(ebν) + ebν∇aV ν = V ν∇a(ebν) + ebνe
µ
a∇µV ν .

Now use the definition of the covariant derivative of a
Lorentz vector in terms of the spin connection. Rearrang-
ing everything we’ve found already, we see that:

V ν∇a(ebν) = V ν∂a(ebν) + Γbace
c
νV

ν − ebνeµaω ν
µ ρV

ρ.

Swapping some indices around, the result follows.
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Theorem: Assuming the vierbein postulate, the spin con-
nection takes the explicit form:

ωλτν = eaλebτ
(
∂ae

b
ν + Γbace

c
ν

)
= eaλebτ∇aeb(ν),

where the brackets mean miss out the Lorentz index when
taking the covariant derivative.

Proof: Rearranging the form of the vierbein postulate
we found above, we see that

∂ae
b
ν + Γbace

c
ν = eµaω

ρ
µ νe

b
ρ.

Now just invert the vierbein fields on the RHS by multiply-
ing through by eaλ and ebτ .

Again mirroring our earlier work, we may also require the
Lorentzian torsion to vanish:

Definition: The covariant derivative is called torsion-
free if

∇µe(a)
ν −∇νe(a)

µ = T ρµνe
a
ρ = 0.

The brackets mean we do not include the spacetime
indices when taking the covariant derivative. We call T ρµν
the torsion tensor.

Theorem: The torsion tensor vanishes if Γabc = Γacb.

Proof: First note that: ∇µe(a)
ν =

ebµ∇be(a)
ν = ebµ

(
∂be

a
ν − eσbω ρ

σ νe
a
ρ

)
= ebµΓabce

c
ν .

by the earlier work. Therefore the difference is
ebµΓabce

c
ν − ebνΓabce

c
µ = ebµe

c
ν(Γabc − Γacb).

Finally, another analogy to the metric connection in
this context would be ∇µηνρ = 0. What does imposing this
condition do?

Theorem: ∇µηνρ = 0 is equivalent to ωµρσ = −ωµσρ, i.e.
antisymmetry of the spin connection.

Proof: We have: 0 = ∇µηνρ = −ω σ
µ νησρ − ω σ

µ ρηνσ,
so done.

13.3 Cartan’s first equation of structure

To apply all of this to calculations, we need some extra
machinery. Recall our basis of one forms was defined by
Eµ = eµadx

a. Taking the exterior derivative, we have

dEµ =
1

2
cµνρE

ν ∧ Eρ,

for some coefficients cµνρ.

Definition: The coefficients cµνρ are called the Ricci
rotation coefficients.

Theorem: We have ωµνρ = 1
2 (−cµνρ − cνµρ + cρµν).

Proof: Recall that dEµ = ∂be
µ
adx

b ∧ dxa, so we’re
left with:

dEµ = ∂be
µ
adx

b ∧ dxa = eaν∂be
µ
adx

b ∧ dEν .

Now notice that 0 = ∂b(δ
µ
ν ) = eµa∂be

a
ν + eaν∂be

µ
a. Using

this result, rewrite dEµ as:

dEµ = −eµa∂beaνdxb ∧ dEν = ebρe
µ
a∂be

a
νdE

ν ∧ dEρ.

Recall that

ω µ
ρ ν = ebρe

µ
a (∂be

a
ν + Γabce

c
ν)

Notice that under exchange of ν, ρ in the second term of
this formula, we have:

ebρe
µ
aΓabce

c
ν 7→ ebνe

µ
aΓabce

c
ρ

But relabelling c ↔ b, we get the same thing as we had
originally, because Γ is symmetric on its downstairs indices
(assuming a torsion free connection). Therefore:

dEµ = ω µ
ρ νdE

ν ∧ dEρ.

It follows that 1
2cµ[νρ] = ω[ρ|µ|ν] . Writing this out explicitly,

we have:

1

2
(cµνρ − cµρν) = cµνρ = ωρµν − ωνµρ.

We get the second equality, because by definition, c is anti-
symmetric on its second and third indices. Writing this out
three times with µνρ 7→ νµρ 7→ ρµν, we have:

cµνρ − cνµρ + cρµν = ωρµν − ωνµρ − ωρνµ + ωµνρ + ωνρµ − ωµρν
= 2 (ωµνρ + ωνρµ + ωρµν) .

Finally, ωνρµ + ωρµν = −ωνµρ + ωρµν = cµνρ and hence we
find

ωµνρ =
1

2
(−cµνρ − cνµρ + cρµν).

We can extend this result to a torsionful connection.
First we define:

Definition: The connection 1-form is defined by
ωµν = ω µ

ρ νE
ρ. The torsion 2-form is defined by

Θµ = 1
2T

µ
νρE

ν ∧ Eρ.

Theorem (Cartan’s 1st eqn. of structure): We have:

dEµ + ωµν ∧ Eν = Θµ.

Proof: The result follows from the proof above. This time,
we don’t assume the connection is torsion-free, so we get
up to the stage:

dEµ = ebρe
µ
a∂be

a
νdE

ν ∧ dEρ.
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Replacing the derivative by the spin connection and con-
nection, we have:

dEµ =
(
ω µ
ρ ν − ebρeµaΓabce

c
ν

)
Eν ∧ Eρ.

Recall from our torsion calculation that

ebρ∇be(a)
ν = ebρΓ

a
bce

c
ν

Inserting this into the above we have:

dEµ =
(
ω µ
ρ ν − eµaebρ∇be(a)

ν

)
Eν ∧ Eρ.

By antisymmetry of ν, ρ imposed by the wedge product,
can replace the second term by:

1

2

(
eµae

b
ρ∇be(a)

ν − eµaebν∇be(a)
ρ

)
=

1

2
eµaT

σ
ρνe

a
σ =

1

2
Tµρν .

It’s now clear how to obtain the result.

13.4 The curvature tensor

Continuing on our tour of differential geometry, we can
define the Riemann curvature tensor with Lorentzian
indices as follows:

Definition: R ρ
µνσ (ω)Vρ := (∇µ∇ν −∇ν∇µ)Vσ.

Definition: The curvature 2-form is defined by

Ωµν =
1

2
Rµνρσ(ω)Eρ ∧ Eσ.

Theorem (Cartan’s 2nd eqn.): We have:

Ωµν = dωµν + ωµρ ∧ ωρν .

Proof: Begin by noting:

ω µ
a ν = eµbe

c
νΓdac − ecν∂aeµc,

using our standard trick of considering 0 = ∂b(e
µ
ae
a
ν). We

now compute the RHS. We have:

(dωµν )ab + 2ωµρ[a|ω
ρ
ν|b] =

2∂[a|

(
eµde

c
νΓg|b]c − e

c
ν∂|b]e

µ
c

)
+

2ecσ

(
Γd[a|ce

µ
d − ∂[a|e

µ
c

)
efν

(
Γg|b]fe

σ
g − ∂|b]eσf

)
Expanding all the brackets, we get a large amount of can-
cellation (we need to use 0 = ∂b(e

µ
ae
a
ν)), leading to

(dωµν )ab + 2ωµρ[a|ω
ρ
ν|b] = 2eµde

c
ν

(
∂[aΓd|b]c + Γd[a|fΓf|b]c

)
= eµde

c
νR

d
cab.

We worked out the ab component, which sits next to dxa ∧
dxb = eaρe

b
σdE

ρ∧dEσ. This gives us the answer when we
recall that a p-formA has componentsA = 1

p!Aa1...apdx
a1∧

... ∧ dxap (this in particular gives the factor of 1/2).

In particular, the components of the Riemann tensor com-
puted using the Christoffel symbols and spacetime indices
are the same as those computed using the curvature
tensor and the frame field indices.

13.5 Example computation

To highlight the utility of this, let’s consider the following
example:

Example: Consider the metric

ds2 = −W (r)2dt2 +
dr2

W (r)2
+ r2(dθ2 + sin2(θ)dφ2).

Suppose we want to construct the Riemann tensor for this
metric. We can do so using vierbein fields as follows.

First, we construct a basis of one-forms as follows:
E0 = Wdt, E1 = dr/W , E2 = rdθ and E3 = r sin(θ)dφ.
Inverting,

dt =
E0

W
, dr = WE1, dθ =

E2

r
, dφ =

E3

r sin(θ)
.

Therefore the metric becomes:

ds2 = −(E0)2 + (E1)2 + (E2)2 + (E3)2.

We want to compute the curvature 2-form, Ωµν , so on the
way we need to compute ωµν and therefore need dEµ. Cal-
culating, we have

dE0 = d(Wdt) = dW ∧ dt+W ∧ d(dt) = W ′(r)dr ∧ dt,

dE1 = d

(
dr

W

)
= d

(
1

W

)
∧ dr = −W

′(r)

W (r)2
dr ∧ dr = 0,

dE2 = dr ∧ dθ,
dE3 = sin(θ)dr ∧ dφ+ r cos(θ)dθ ∧ dφ.

Rewriting in terms of the one-forms, we have:

dE0 = −W ′E0 ∧ E1,

dE1 = 0,

dE2 =
W

r
E1 ∧ E2,

dE3 =
W

r
E1 ∧ E3 +

cot(θ)

r
E2 ∧ E3.

Now use Cartan’s first equation of structure:

dEµ = −ωµν ∧ Eν .

This implies that

dE0 = −ω0
1 ∧ E1 − ω0

2 ∧ E2 − ω0
3 ∧ E3.

Recalling that dE0 = −W ′E0 ∧E1, we see that the RHS ω
values are very restricted. In particular, ω0

1 ∼ aE0 + bE1,
ω0

2 ∼ E2, ω0
3 ∼ E3, else we wouldn’t get the desired dE0

value.
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Similarly,

dE1 = −ω1
0 ∧ E0 − ω1

2 ∧ E2 − ω1
3 ∧ E3.

Now note that ω1
0 = ω10 = −ω01 = ω0

1 (since we can raise
and lower indices like an object in special relativity, and
the connection one-form has antisymmetric components
by definition). Thus ω1

0 = ω0
1 . We also see from the form

of dE1 that ω1
0 must look like E0. Thus we deduce that

ω0
1 = W ′E0.

Similarly, ω0
2 = 0, ω0

3 = 0. We can keep going with the
other values to get:

ω1
2 = −W

r
E2, ω1

3 = −W
r
E3, ω2

3 = −cot(θ)

r
E3.

The final step is to compute the curvature 2-form, which is
given by Cartan’s second equation of structure as:

Ωµν = dωµν + ωµρ ∧ ωρν .

Computing each component in turn, we get:

Ω0
1 = −(W ′′W + (W ′)2)E0 ∧ E1,

Ω0
2 = −WW ′

r
E0 ∧ E2,

Ω1
2 = −WW ′

r
E1 ∧ E2,

Ω1
3 = −WW ′

r
E1 ∧ E3,

Ω2
3 =

(
1

r2
− W 2

r2

)
E2 ∧ E3.

Since Ωµν = 1
2R

µ
νρσE

ρ ∧ Eσ, this now contains all the
information about the Riemann tensor.

In particular, we can calculate Ricci tensor components
easily:

R00 = Rµ0µ0 = R1
010 +R2

020 +R3
030.

From the curvature 2-form, we see that

R0
101 = −WW ′′ − (W ′)2, R0

303 +R0
202 = −2WW ′

r
.

and so R00 = WW ′′ + (W ′)2 + 2WW ′/r. We can also
deduce:

R11 = −WW ′ − (W ′)2 − 2WW ′

r
, and

R22 = R33 = −2WW ′

r
− W 2

r2
+

1

r2
.

This is a lot easier than calculating all the Christoffel sym-
bols!

13.6 The Palatini action

Definition: The Palatini action is given by

I =

∫
ηηνρσ (Ωµν ∧ Eρ ∧ Eσ) ,

where η is the alternating symbol (not tensor!), Ω is the
curvature 2-form, and Eµ are the basis one-forms.

Theorem: Treating ωµν and Eµ as independent vari-
ables, the Palatini action has the vacuum Einstein
equations as its equations of motion.

Proof: Let ωµν 7→ ωµν + δωµν and Eµ 7→ Eµ + δEµ.
Then by Cartan’s second equation of structure, we have

ηµνρσδΩ
µ
ν = ηµνρσ (d(δωµν ) + δωµα ∧ ωαν + ωµα ∧ δωαν )

= ηµνρσ (d(δωµν ) + 2δωµα ∧ ωαν ) .

We also have:

ηµνρσδ(E
ρ ∧ Eσ) = 2ηµνρσE

ρ ∧ δEσ.

Hence calculating the variation of the action, and integrat-
ing by parts, we have: δI =

=

∫
ηµνρσ

(
− δωµν ∧ d(Eρ ∧ Eσ) + 2δωµα ∧ ωαν ∧ Eρ ∧ Eσ

+2Ωµν ∧ Eρ ∧ δEσ
)
.

Therefore, the equations of motion are:

0 = ηµνρσ (−ηανd(Eρ ∧ Eσ) + 2ωαν ∧ Eρ ∧ Eσ) ,

0 = ηµνρσΩµν ∧ Eρ.

1ST EQUATION: We note that ηµνρσd(Eρ ∧ Eσ) =
2ηµνρσdE

ρ∧Eσ = 2ηµνρσ(ωρβ ∧Eβ−Θρ)∧Eσ, by Cartan’s
first equation of structure. Thus the equation becomes:

0 = ηµνρσ

(
−2ηαν(ωρβ ∧ E

β −Θρ) ∧ Eσ + 2ωαν ∧ Eρ ∧ Eσ
)
.

Lowering the α, this is equivalent to:

0 = 2ηµνρσ

(
−δνα(ωρβ ∧ E

β −Θρ) + 2ω ν
α ∧ Eρ

)
∧ Eσ

Wedging both sides with Eα, we’re left with
0 = 2ηµαρσΘρ ∧ Eσ ∧ Eα. That is, this equation just
encodes the fact the torsion vanishes.

2ND EQUATION: Writing out equation two using the
definition of the curvature 2-form we have:

1

2
Rabcdηµνρσe

µ
ae
ν
be
ρ
σdx

c ∧ dxd ∧ dxe = 0.

Wedge with dxf , and use dxc ∧ dxd ∧ dxe ∧ dxf ∝ ηcdef ε,
where ε is the alternating tensor. Finally, use the fact that

ηabegη
cdef = −δabgcdf = −6δ[a

c δ
b
dδ
g]
f ,

from far earlier in the course. Substituting in gives the vac-
uum Einstein equations.
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